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General Theme

I General Theme

The conference is organized especially for students in the area of electric power systems.
The focus for participating students lies on gaining experience in the preparing,
publishing and presenting research topics. Furthermore, the conference provides a stage
for discussion of these topics with a technical audience. Throughout the conference
renowned researchers and experts will support and supervise the students.

The conference main topics are as follows:

Renewable Energy

o Photovoltaic systems
e Wind turbines

o Storage systems

e Virtual power plants

High Voltage Technology

e Asset Management

o Diagnosis

e High-voltage tests

o Insulation coordination

Grid Control and Network Planning

e Network Modeling

e Network Dynamics

e Neutral Pint Treatment
e Network Calculation

o Power Quality

Power Quality

e Voltage quality

e AC- and DC-filter
o Flicker

o Compensation

HVDC and FACTS

o Power Converter Topology
e Basic Design

e Multi-terminal systems

e Modulation Methods

Protection Technology

e Wide Area Protection

e Protective behavior while grid
restoration

e Protection Strategies

o Adaptive Protection Systems

e Protection Coordination
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IT Venue

The conference will be held at the Lukasklause. The Lukasklause is only a few minutes
walking from the University and can be found in the northeastern corner of the
Madgeburger town walls.

Magdeburg is inextricably linked with one technical invention: The Magdeburger
Halbkugel were used by Otto von Guericke, born 1602 in Magdeburg, to prove the ex-
istence of air pressure. The combined force of 16 horses was not sufficient to tear both
metal hemispheres apart, which were only held together by a vacuum. Otto von Guericke
is seen as a pioneer in the field of experimental physics. He also invented the air pump
and barometer. Besides his research, he participated in the negotiations on the Peace of
Westphalia ending the Thirty Years War as the mayor of Magdeburg. Today he is the
namesake of the university, which is a central pillar of the research landscape in the re-
gion.

The prominent landmark in the city is the cathedral, which is the first gothic building in
Germany. Built in 1209, the cathedral emerged from a roman building, which was built
by Kaiser Otto I in 937 AD. Within the cathedral you can find the burial ground of the
emperor and founder of the Holy Roman Empire. Another impressive medieval building
is the monastery “Unser Lieben Frauen” and the old town hall with its famous “Golden
horseman”, the first freestanding equestrian monument in Northern Europe.

After Magdeburg was mostly destroyed in the last days of World War II, the city has
become a modern and lively city since 1989. New landmarks joined the historic building
such as the Griine Zitadelle, the last and largest building of the Austrian artist
Friedensreich Hundertwasser. Other buildings were discovered and restored or rebuilt,
such as the Festung Mark the Bastion Kleve. These mighty fortifications state Magde-
burg’s historic importance.

g RN

A Elbauenpark

5

I

Lukasklause
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Conference Dinner

III Conference Dinner

In the evening of July 9, you will have the opportunity for a further scientific exchange
with your fellow students in a relaxed atmosphere. We invite you to have Italian special-
ties at the "Lago di Garda" situated in close vicinity to the university. Here, a buffet awaits
you composed of different meals from the Italian cuisine.

Lago di Garda
Universitétsplatz 10
39104 Magdeburg

IV How to Get There by Public Transport

Starting at the Hostel, walk to the road ,,Breiter Weg*. There you turn right and you will
see the tram station. Take the tram into the direction “Messegelédnde” which will take you
to the station “Askanischer Platz”. From there you walk towards the Elbe. Turn right at
the Schleinufer and after a couple of minutes you reach the conference venue.

Line Stop Direction Stations Travelling time
5 Leiterstral3e Messegelande 6 9 min

V Activities

Substation Wolmirstedt

At the substation in Wolmirstedt, you will find an important electric node in the transmis-
sion system connecting Eastern and Western Germany. In the year 1989, the first 380 kV
transmission line connected Helmstedt with Wolmirstedt. This transmission line was the
first part of the connection between Helmstedt and Berlin. Furthermore in the past, the
longest 380 kV transmission line with a length of 287.4 km was connected to the substa-
tion. During the tour at the substation, you will visit a control room, which is now out of
order.

In the future, the substation will be connected via an HVDC link to Isar in Bavaria. The
link named DCS5 will have a total length of 580 km and a nominal power of 2 GW. The
main task of the link will be the transmission of electricity from regions with a high pen-
etration of renewables in Eastern Germany to the load centers in the south. The launch is
planned for 2025.



Activities VIII

Evening Event

On Wednesday July 10 starting from 7 pm, we invite all participants to a barbecue at the
Elbauenpark. Here you can get into touch with other participants while having sausages,
steaks and different salads. Furthermore, alcoholic and non-alcoholic drinks will be
provided. Because it is on the other side of the Elbe, we offer to go there as a group.
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V1 Program

Time

Tuesday

Wednesday

Thursday

09:00 AM -
09:30 AM

09:30 AM -
10:00 AM

10:00 AM -
10:30 AM

10:30 AM -
11:00 AM

11:00 AM -
11:30 AM

11:30 AM -
12:00 PM

Presentation MR

Grid control and planning

Special Topic’s

Coffee break

Coffee break

12:00 PM -
12:30 PM

12:30 PM -
01:00 PM

01:00 PM -
01:30 PM

Check-In hotel

Renewable Energies

IEEE PES Best Master
Thesis Award 2019

PESS Award

01:30 PM -
02:00 PM

"Welcome" and
submission of posters

Lunch break

02:00 PM -
02:30 PM

Opening Prof. Dr.-Ing.
habil. Martin Wolter

02:00 PM -
03:00 PM

03:00 PM -
03:30 PM

Presentation PSI
Presentation 50Hertz
Presentation of bronze
sponsors

Posterno. 21 - 39

Guided tour Substation
Wolmirstedt

Closing Prof. Dr.-Ing. habil.
Martin Wolter

03:30 PM -
04:00 PM

04:00 PM -
04:30 PM

04:30 PM -
05:00 PM

Poster 1 - 20

High Voltage Technology /
HVDC and FACTS

05:00 PM -
05:30 PM

05:30 PM -
06:00 PM

Guided Lab tour
PSI control room /
Opal-RT HIL-simulator

06:00 PM -
06:30 PM

06:30 PM -
07:00 PM

from
07:00 PM

Evening event 1

Evening event 2




Program

Time Tuesday, 9 July 2019
from Check-In hotel
12:00 PM
01:30PM - -
"Welcome" and submission of posters
02:00 PM
02:00 PM - . . .
Opening Prof. Dr.-Ing. habil. Martin Wolter
02:30 PM
02:30 PM - Presentation PSI Software AG
03:30 PM Presentation 50Hertz Transmission GmbH
03:30PM - (Session Chair: Avacon AG)
05:00 PM Posters 1-20
05:00 PM - Lab tour
06:00 PM PSI control room / Opal-RT HiL-simulator
from
Lago di Garda
07:00 PM
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Program

Time Wednesday, 10 July 2019
09:00 AM -
09:30 AM Presentation Maschinenfabrik Reinhausen GmbH (MR)
- Grid control and planning (Session Chair: PSI)
- Yuelin Zeng, Stability Analysis in Inverter-dominated Distribution Grids with
Aggregate Models for Network Reduction
09:30 AM - -Julian Berger, An analysis of the price behavior of the Intraday Continuous Market
11:00 AM - Pengpeng Li, A mixed integer linear programming for the day-ahead electricity market
with wind power generators
- Marc Rene Lotz, Three Phase Unbalanced Power-Flow calculation
- Hermann Kraus, Automated use of wired measures in grid planning for solving current
and voltage band problems
11:00 AM -
Coffee break
11:30 AM
- Renewable Energies (Session Chair: 50Hertz)
- Katrin Schulte, Predicting the local generated photovoltaic power by creating a forecast
model using artificial neural networks and verifying the model with real data
- Jonathan Ulbrich, Analysis of potentials for battery electric vehicles for the
11:30 AM - implementation of V2G-technologies
01:00 PM | - Steffen Kubik, Optimization of micro CHP systems through the integration of batteries A
theoretical analysis
- Cassandra Klonz, Modeling and experimental validation of a unitized regenerative fuel
cell
- Friederike Thomas, Robust and Optimized Voltage Droop Control consindering the
Voltage Error
01:00 PM -
Lunch break
02:00 PM
02:00 PM - (Session Chair: OPAL-RT)
03:30PM Posterno. 21-39
- High Voltage Technologies and HVDC (Session Chair: MR)
- Jan Wiesner, Life-cycle analysis of the climate impact of present high-voltage direct
current transmission systems
- Christoph Rohr, Development of an Automated Tool to Generate Test Cases for Preventive
03:30 PM - and Curative HVDC Methods
05:00 PM | - Anton Chupryn, Coupling of energy storage devices with the automotive high voltage grid
via power electronics
- Bartlomiej Tomasz Madura, Four-quadrant DC converter analysis for hoisting machine
drive applications
- David Schmidt, Monitoring and Automation of Transformer Drying
from

07:00 PM

Barbeque at the Elbauenpark




03:30 PM

Closing Prof. Dr.-Ing. habil. Martin Wolter

Program XII
Time Thursday, 11 July 2019
- Special Topic’s (Session Chair: Siemens)
- Stephan Balischewski, Multifunctional use of battery storages in distribution grids
- Iryna Chychykina, Comparison of different Redispatch optimization strategies
- Gabriela Freitas Gomes da Fonseca, Electric Boat Propulsion with Archimedean
09:00 AM - Screw
11:00 AM - Ankit Singh, Development of an Economic Power Plant Optimization Model for
Profit Maximization
- Muhammad Tayyab, Flexible tariffs for optimal operation of storage in a microgrid
- Raphael Houben, Integrated Optimization of Large Scale Power and Gas Flow
Problems
- Martin Fritsch, A new approach for variable valve control of single-cylinder engines
with a single camshaft
11:00 AM -
Coffee break
11:30 AM
11:30 AM IEEE PES Best Master Thesis Award 2019
12'_00 PM - Sebastian Schwarz, Parallel Optimiziation in Demand Response Architectures
' Challenges, Requirements, Applications
12:00 PM -
PESS Award
12:30 PM
12:30 PM - . . .
Guided tour Substation Wolmirstedt
03:00 PM
03:00 PM -
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VII Sponsor description

“<50hertz

We operate the transmission grid in northern and eastern Germany and secure the elec-
tricity supply for around 18 million people. The 50Hertz extra high voltage grid has a
circuit length of about 10,200 kilometers — that is the distance from Berlin to Rio de
Janeiro. 50Hertz maintains lines, cables and substations through efficient maintenance,
expands its grid to meet demand and ensure the electrical balance between energy con-
sumers and power generators. With around 1,100 employees at ten locations, our team
ensures constant availability of electricity in Berlin, Brandenburg, Hamburg, Mecklen-
burg-Western Pomerania, Saxony, Saxony-Anhalt and Thuringia. 50Hertz is a leader in
the secure integration of renewable energies: More than half of the annual average con-
sumption in our grid area originates from renewable sources - and it is constantly grow-
ing. The 50Hertz transmission grid is part of the European interconnected grid and is
directly connected to the neighbouring countries Poland, the Czech Republic, Denmark
and in the near future also Sweden. We maintain a constant exchange with our partners.
By openly discussing the challenges of grid adaptation and by offering a reliable infra-
structure we are actively working towards a successful energy transition in a sustainable
world.

PSle

As an independent software company, PSI Software AG has been a technology leader for
process control and information systems since 1969. Around the world, the PSI software
products ensure reliable and efficient energy supply as well as optimized production and
logistics processes. The PSI Energie EE business unit provides systems for monitoring
and controlling all types of energy networks, asset service optimization (service restora-
tion, maintenance, and crisis management), and systems for achieving maximum auto-
mation in the liberalized energy market. PSI Software AG develops intelligent solutions
for efficient support of the daily operations of utilities. Flexible use for various utility
types. Maximum performance and intuitive operation. PSIcontrol is a high-end control
system which works reliable even in extreme network fault situations. It effectively sup-
ports network management with fault localization as well as with fast and comprehensive
service restoration. Using PSIcontrol provides new options for the increase in productiv-
ity demanded today. PSIcommand offers powerful functions for maintenance manage-
ment, crisis management and planned outage management. The PSIpassage product fam-
ily provides innovative solutions to network operators for their tasks in the liberalized
energy market.



Sponsor description X1V

Maschinenfabrik Reinhausen GmbH (MR), based in Regensburg, Germany, and 43 sub-
sidiaries and 5 affiliated companies around the world enjoy success in the global niche
markets of electrical energy technology. The company is mainly family-owned and is
now managed by the fifth generation of the family. MR is the global market leader in
power transformer regulation. MR tap changers and de-energized tap-changers adjust the
transmission ratio of the primary to the secondary transformer winding in order to adapt
to changing load ratios and, together with innovative sensors, electronics, and information
and communication technology thereby help to ensure a reliable power supply around the
world. Project planning is also undertaken for turnkey solutions for the non-reactive op-
eration of critical industrial applications and supply security in power distribution grids
facing increasingly fluctuating feed-in. Other parts of the business deliver stationary and
mobile test and measurement technology systems for high-voltage devices or manufac-
ture composite hollow insulators and fiber glass-reinforced plastics for products subject
to high mechanical and electrical loads. Customers include manufacturers of high-voltage
equipment and systems, transmission and power distribution grid operators, and large
electricity users in heavy industry. Business is driven by global population growth, the
expansion of infrastructure in developing countries and emerging markets, reinvestments
in industrialized nations, feed-in from renewable energies, and industrial applications
which respond sensitively to fluctuations in electricity quality.

SIEMENS
fhﬁu\uﬂy-ﬁorﬁfe_

Siemens AG (Berlin and Munich) is a global technology powerhouse that has stood for
engineering excellence, innovation, quality, reliability and internationality for more than
170 years. The company is active around the globe, focusing on the areas of power gen-
eration and distribution, intelligent infrastructure for buildings and distributed energy sys-
tems, and automation and digitalization in the process and manufacturing industries.
Through the separately managed company Siemens Mobility, a leading supplier of smart
mobility solutions for rail and road transport, Siemens is shaping the world market for
passenger and freight services. Due to its majority stakes in the publicly listed companies
Siemens Healthineers AG and Siemens Gamesa Renewable Energy, Siemens is also a
world-leading supplier of medical technology and digital healthcare services as well as
environmentally friendly solutions for onshore and offshore wind power generation. In
fiscal 2018, which ended on September 30, 2018, Siemens generated revenue of
€83.0 billion and net income of €6.1 billion. Further information is available on the In-
ternet at www.siemens.com.
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TECHMNOLOGIES

V

OPAL-RT TECHNOLOGIES provides open real-time digital simulators to design, test
and validate complex controls for electrical, electro-mechanical and power electronic sys-
tems. This Hardware-in-the-Loop (HIL) approach is widely used for power systems stud-
ies by engineers and researchers at leading manufacturers, utilities, universities and re-
search centres around the world.

More than a simple supplier, OPAL-RT Germany GmbH, created two years ago, fosters
research cooperation with German universities.It allows the university to benefit from an
industrial partner during a call for projects and benefit from OPAL-RT support during the
project phase. It allows OPAL-RT to partner with leading research institutions to develop
industry-leading real-time simulation technology, and simultaneously grow an R&D team
in Germany. OPAL-RT Germany GmbH is glad and proud to collaborate with a lot of
electrical engineering departments in German universities as well as a lot of Fraunhofer
institutes. OPAL-RT vision is to democratize real-time simulation to make the imagina-
tion the only limit to complex system design.

avacon

Full of energy. For the people in the region.

We are your partner for regional energy solutions and connect people via our intelligent
energy networks from the North Sea coast to southern Hessen. As one of the largest re-
gional energy service providers in Germany, we bring energy exactly where millions of
people need it. Fast, reliable, efficient and environmentally friendly. We are your partner
for regional energy solutions in the fields of electricity, gas, water, heating, cooling, mo-
bility and lighting. Our intelligent energy networks connect people from the North Sea
coast to southern Hesse, Lower Saxony and Saxony-Anhalt.

With around 2,100 employees and around 190 apprentices, the Avacon-group is one of
the largest employers and trainers in the region and is also a relevant economic factor. On
average, 700 million euros flow into the regional economic cycle every year in the form
of taxes, orders and wages. In this way we make a contribution to economic growth and
set impulses for companies in the region.
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Parameter Tuning by Neural Network for Digital Twins

of Inverter

X.Song, H.Cai, YL. Zeng, T. Jiang, S. Schlegel, D. Westermann
song.xinya@tu-ilmenau.de

Abstract—This paper proposed the innovative methods
based on the neural network (NN) to build the digital twins
(DT) of the inverter model. The proposed methods can be
divided into two groups: firstly, an online-parameterized
tuner for the PI controller is formulated through
backpropagation (BP) algorithm; and secondly an NN-
based identifier is used to approximate the nonlinear
functional dynamics of the targeted control loop of the
inverter. The design of PI tuner is based on the deviation
between the output of the model and the reference output
from measurement data. Then, according to the difference,
the tuner can calculate the appropriate parameter of the
current and voltage controller to track the dynamic
behaviour of the reference model. The NN identifier is,
however, to replicate the dynamic character of the
reference model by NN which is initially trained offline
with extensive test data and afterward is applied to online
tuning.

Index Terms- neural network, digital twins, backpropagation, PI
tuner, NN identifier

INTRODUCTION

A growing number of power inverters are being used to feed
renewable energies into the grid. Because of the switching
processes, the harmonic oscillations are also brought into the
power system [ 1]-[3]. To guarantee the stability of the network
and the success of its operation, it is crucial to investigate the
interaction between the parallel-connected inverters and the
distribution grid. The paper initially focuses on the modelling
of the inverter and the network to simulate the possible
dynamic in inverter and network. To enhance the precision of
the model, the parameter tuning will be considered to build the
digital twins (DT) [6] of the inverter based on the measurement
data from the reference model. The original concept of DT
could be dated back to 2002 in the presentation about the
formation of a Product Lifecycle Management (PLM) from the
University of Michigan, which it was referred to as the
Mirrored Spaces Model. [7] The first adoption of Digital Twin
as a conceptual basis used as a simulation of a vehicle or
system that uses the best available physical models to mirror
the life of its flying twin, which implies that a highly-detailed
simulation model can reproduce its physical behaviour as close
as possible. [6],[7]. In electrical and electronic area, they are,
with the development of computer simulation, dependent on
the simulation models for the understanding the dynamics of
power system. The modelling technology has been evolved
from an access to mathematical and computing experts to a
standard tool in an engineer’s portfolio, which is afterwards
developed as a support tools to solve the problem like the
validation and testing for system.

Because of its autonomous, adaptive and intelligent
rectification of parameters, artificial intelligence (Al) is
becoming increasingly significant [7]-[9]. This paper uses one
of the Al methods, the neural network (NN) [10], to build,
firstly, a PI tuner for the parameterization of the controller of
the inverter model. Because of the adaptive character [10] of
NN, the PI tuner can dynamically rectify the controller
according to the response of measurement data. On this
account, the NN will be built to tune the controller
automatically according to the deviation of the targeted model
and the measurement data of the reference model in the control
loop of inverter. By using backpropagation algorithm (BP)
[11], the gradient that is applied to the calculation of weights
to be used in the network can be computed as to minimize the
error between model and the measured data of reference model.
For the sake of evaluation of this method, the parameter
estimation, which also aims to rectify the parameter of the
control loop of the inverter, will be presented in this paper.
Another application of NN in this paper is on account of its
self-learning ability [12]. The performance of NN has
increased significantly in new research domains such as
neurobiology, bioinformatics. Moreover, neuropsychology has
also become increasingly demanding, particularly at the
interfaces of biology and medicine with computer science
[10]-[12]. The aim is to create an exact replication of the
natural networking of neurons and thus, for example, to draw
inferences about the functioning of the brain. In contrast to the
mapping of neurons, the technical application has no longer
concentrated on the biological plausibility of the networking
and activity of NN, instead in automation technology on the
stability and real-time performance of the application. With the
enormous measurement data, the NN is trained offline by using
the training algorithm of supervised learning [11]. The NN can
be regarded as an identifier, which could be used online to
replicate the dynamic behaviour of reference inverter.

The purpose of this paper is to build a DT of the inverter by
using the parameter tuning method. Accordingly, the structure
of this work can be arranged as follows: In chapter II, the
inverter model which will be tuned is built firstly based on the
differential equations described in AC side and DC side. To
maintain the targeted current and voltage, an overlaid voltage
and an underlaid current control loop are designed. The initial
parameter of the inverter model can be calculated by the
optimum process, which will also be described in chapter II.
Afterward, the theoretical fundamentals of parameter tuning
strategy will be presented in chapter III. Then, the tuning
process will be operated and the simulation results with the
new parameter can be demonstrated in chapter IV. Finally, this
paper concludes with a summary of the main points.
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SIMULATION MODEL

A precise model for investigating the influence of the effect
caused by the parallel-connected inverter is required [3]. With
regards to the modeling concept [4] focused in this chapter, the
model of inverter including its overlaid control loop is
operated. To simplify the modeling procedure, the states and
the topology considered are transformed from natural
coordinates to aff coordinates. Furthermore, the transformation
from off coordinates to dq coordinates for the control of the
states is executed [5].

Fig. 1 illustrates the topology of the inverter circuit, which
connect with the voltage source of the grid. The circuit is
shown in natural coordinates and includes a three-phase
inverter with an intermediate voltage circuit, RL filter circle,
and a capacity.
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Fig. 1: Topology of Inverter model with the ideal switch
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To model the dynamic process by using the differential
equations, the system behavior is first converted to vector
coordinates (aff coordinates).

Usg =R-Tp+ L T+ 1y (1)
Here R=R¢+Ry,L =L+ Ly
Iq =l + L =L+ C Uy 2)

To associate the AC and DC, the power relationship of both
sides is used here:
Pac = Ppc 3)

. 3., o o S
with Pp¢c = Ipi - Uge, Pac = 3l Usp, UsR = U°
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Fig. 2: Equivalent block diagram of inverter model

According to the above conditions, the power relationship can
be rewritten:

3., 4 3, .
b Une =5 e Usp = 7+ 1" U Unk “)
Then,
3
Lac=7- Valso + Vplgg) (5)

From off coordinates to dq coordinates for controlling process:
With these functions, the diagram can be shown with the
control loop in Fig.2

PARAMETER TUNING STRATEGY
To research the interaction between inverter and grid,
simulation will be the prior choice because of its reasonable
price and safe research environment. This, however, exists in
the difference between the real network and the simulation
results, which can cause the imprecision of the analysis, see
Fig.3.

Fig. 3: Difference between the measurement data and the
simulation results

On account of this, the parameterization should be applied to
the model to tune the parameter. It is determined to decrease
the deviation between the model and the measurement data
from the grid. In this paper, two parameter tuning’s methods
will be used to build DT of inverter.

A. PI tuner through neural network

According to the BP algorithm, an illustration of the relevant
procedure for the setup of the neural network for the
parameterization of the PI controller is then presented. The
form for the digital PI controller [33] is as follows:

ulk) =ulk =1 + K, - (e(k) —e(k = D) + Ki-e(k) ()

The structure of applied neural network in PI tuner can be
shown in Fig. 4.

There are three inputs, two outputs and five hidden neurons.
The states for further computations are collected in the input
layer. The input variable is defined as:

0" = x(i),i = 1,23 )

Between the input layer and the hidden layer, the input states
are transmitted by the weighted factor. Then, the input value
of the hidden layer is calculated:

3

(2) _ . _
net; (k) = Z Wi-077,j=12,..,5 (8)
i=0

Fig.4 obviously reveals that the output of the hidden layer is
determined by function f; , which is called the activation
function. The output value after the activation function is
defined as:

0P ) = f;(net® (k)),j = 1,2,...,5 ©)
Similarly, the input and output value of output layer are:
3

netl(S)(k) _ Z W, - Oj(z) 1=12 (10)
i=0
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0@ = f, (netf” (k)),l —12 (1

Input

Hidden layer Output

Fig. 4: Structure of neural network in PI tuner

To search for the optimized parameters, the gradient regression
method is used. Before the computation, the evaluation
function must be determined in the first place. In this paper,
the evaluation function for the optimization process is
described as:

1
E(k) = = (r(k) = y(k))* (12)

The weight matrix is rectified by the gradient regression
method through the (24):

IE (k)
AW, (k) = —n aw, +a- AWk — 1)

(13)

Here, 7 is the learning rate and a means the inertial parameters.

From the equation, the change of weight matrix has a
correlation with the evaluation function. Consequently, in
order to calculate the new weight matrix, the following
differential equation should be computed first:

dE(k) 9E(K) ay(k) oau(k) 80, (k)

oWy ay(k) du(k) 90, (k) onet,® (k)

Onety® (k) (14)
W,
In (14),
6ne;3t]1/(V:j(k) _ J_(z)’ agig()k) =e(k) —e(k - 1),[,)3:(—;"()]() = e(k),

The change of the weight matrix can be determined by the
equations mentioned above:

AW (k) = a - AWk — 1) + 1+ 6202 (k) (15)

3 oy, outk)
with 6§ = e(k)sgn(az(k)) ' ao:é”(k) f,(net;® (k)

Through the same procedure, the changes of the weights of the
hidden layer is as follows:

AW (k) = a - AW;(k = 1) + 1+ 8207 (k) (16)

2) ’ : (3) {an
8% = £, (net;®0) - > 87 - Wk,
=1
According to the mentioned above, two PI controllers are used
to stabilize the voltage and current, which means that two PI
tuners will be used to parameterize the inverter. Each tuner
picks up the measured data from the demonstrator and the

output of model of each control loop. The output of each tuner
is the optimized K}, and Kj, see Fig.5.
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Fig. 5: Structure of neural network in PI tuner
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B. Neural network(supervised learning )

In supervised learning, an external supervisor is used to
provide the network with the required response to each input
or the deviation of the actual from the correct output [10]-[12].
According to the deviation, the modification of the network is
carried out via the learning rules. The size of the errors
determines the weight configuration, which is varied and
adapted to the current learning progress. After updating the
adjusted weight parameters, a performance improvement
should be achieved. Another goal is to minimize the network
error as much as possible. The general graphical representation
of the supervised learning procedure is shown in Fig.6

'

Quadrate Error:

=09’
Learning rules:

Algorithm l—
W =p +e,W)

Fig. 6: Structure of supervised learning

Unknown
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Based on the theoretical explanation mentioned above, the
voltage control loop and the current control loop of the
reference model can be replicated by the NN identifier, the
general idea of which can be observed in Fig.7. To replicate
the reference model, three neural networks are designed to
imitate the voltage controller, the current control loop and the
controlled plant of the overlaid control loop. Based on the
measurement data of the input and the output from the
reference model, these three NN will be trained firstly
according to the supervised learning process. The selection of
the number of hidden neurons of NN has no exact criterium. In
this work, the NN with 15 hidden neurons, after testing, exerts
the best performance. To build the DT, the objective is that the
state variables of the model are the same as in the reference
model.

The simulation results by NN-identifier will be presented in
the following chapter. For the sake of comparing these
methods, the Root-Mean-Square-Error (RMSE) [10] of the
state will be calculated to justify the similarity between the
simulation results and the measurement data, see Table 1.
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Fig. 7: Concept of application of NN identifier to build DT

PARAMETER TUNING AND SIMULATION

In this chapter, the validation process is firstly operated to
testify whether there exists the deviation between the
simulation results and the measurement data exists. The
difference between the model and the reference model is
investigated by comparing the dynamic behaviour. From this
difference, the parameter tuning methods are correspondingly
used to rectify the parameters in order to build the DT to
replicate the dynamic process of the reference model. The
general idea for the parameterization can be shown in Fig.§.
As the explanation above, the parameters in the model are
rectified according to the deviation between the simulation
model and the measurement data from the reference model.

Simulation
model
. Ki Ti

Fig. 8: General ideal of parameter tuning

By changing the operation point of the inverter, the active and

reactive power curve of the reference model and the simulation
model at PCC are presented as follows.
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Fig. 9: Validation with active and reactive power at PCC

From Fig.9, it is obvious to see that the deviation between the
reference model (blue) and the simulation model (orange) is
sized during the changing process than at the steady period.
Additionally, at the balancing procedure, the reference model
can, however, reach the new operating point more quickly,

which means that the parameter or the structure of the
reference model differs from the simulated model. Except for
state of the grid, the control loop of the converter should also
be observed. According to the explanations in the front
chapter, the amplitude of the voltage is determined by the
regulated DC link voltage and the magnitude of the current is
also defined by the current control loop. The following
diagram illustrates the output of the overlaid voltage loop.

The actual value of the DC link voltage in Fig.10 clearly shows
at 0.1s and 0.5s that the response time of the reference model
is slower than the simulated model. In this regard, the DC link
voltage of the reference model needs about 0.3s to reach the
new steady state after the operating point changes, while the
model needs only about 0.02s. It should be noted that the
dynamic difference between these two models exists from 0.1s

when the change occurs.
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Fig. 10: Validation with DC link voltage of inverter

As exhibited in Fig.11, it should be pointed out that the
amplification of the current controller is too small, which leads

to the lower peak at the changing point
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Fig. 11: Validation with output of current control loop on d and q

axis of inverter

Besides, it can be observed that, on q axis, the integral
parameter is too large, which has a smaller duration to reach
the new steady point. Based on validation results, it is
necessary to take the parameterization into account to reduce
the deviation between them. As the explanation in chapter 3,
four methods can be used into parameterization, and the
simulation results after the tuning are in following.
1) PI tuner

In this paper, three controllers including DC link voltage
controller, the current controller on axis d and current
controller on axis q are parameterized separately. For this
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purpose, altogether six parameters are needed to be tuned in
three controllers. The curve of the voltage controller is shown
in Fig.12. It can be clearly seen that the controller parameters
vary with the change in the DC link voltage (see Fig.12) and
that the curves have the same dynamic behaviour.
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Fig. 12: K, and K of voltage controller by PI tuner based on the
validation

With PI tuner, the state of the model, after parameterization, is
closer to the reference model (see Fig.13). It reveals the state
of active and reactive power by changing the operating point
of the simulation model and the measurement data. Compared
to the validation results, the active power curve is more closely

matched to the reference model.
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Fig. 13: Active and reactive power after parameter tuning by PI
tuner

Despite the small deviation in the balancing process, the
RMSE of the active power can reach 84.93%. However, the
difference of the reactive power is bigger than that of the active
power. Nevertheless, the behaviour of the reactive power in the
dynamic process between 0.1s and 0.5s is identical.

As explained in Chapter 2, the dynamic behaviour of the three-
phase voltage is determined by the DC link voltage. To build
the DT, the DC link voltage dynamics between the
parameterized model and the reference model should match
with each other firstly. The DC link voltage plot is shown in
Fig.14. This clearly indicates that the dynamic response
between two curves (orange and blue line) is quite similar.
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Fig. 14: DC link voltage after parameter tuning by PI tuner

In comparison with validation results, the output of the current
control loop can better match the reference model after
parameterization by the PI tuner (see Fig.15).
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After the operation point changes, the behaviour during the
dynamic process of the simulation model with the new
parameters can better track the reference model. The figure
below shows that despite the similar dynamic behaviour there
exists still a deviation between these two curves. The
maximum value of the orange line is about 36A, while at the
same time the maximum value of the blue line is about 50A.
As aresult, it takes a longer balancing time of reference model

to reach the steady state.
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Fig. 16: DC link voltage after parameter tuning by NN

1) Neural network
Fig.16 shows the output of the voltage loop. The result
illustrates that the two curves are identical, i.e. the voltage loop
modeled by the NN is highly similar to the reference model.
From the Tab.1, it can be also known that the RMSE of the
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simulation model, which is built through the NN, can reach
99.3%.

Then, the underlaid current loop will be observed, which is
simulated by the NN (see Fig.7). To train these three NN, there
are 200.000 data accumulated from the reference model. The

output of NN, is shown in the following Fig.17.
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Fig. 17: Igq and Iq after parameter tuning by NN
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To compare the results of these four methods, Tab.1 indicates
us the RMSE of state and the output of the control loop, which
represents the similarity grad between the reference model and
the tuned model. From the table, the highest precise rests in the
model tuned through NN. The similarity of the DT and
reference model can reach over 97% on an average.

Tab. 1: Comparison of simulation results after parameter tuning

Upc Usry Itq Itq P Q
Pl 82,56% 88,37% 81,45% 80,33% 84,93% 79,78%
NN 99,5% 99,1% 97,77% 98,8% 97,65% 98,76%
CONCLUSION

To investigate the impact caused by the decentralized
renewable generation, the simulation is firstly taken into
consideration before the application. Thus, this paper has
firstly built an inverter model to research the existing dynamic
interaction between the distribution grid and the inverter. By
comparing the simulation result and the testing data, there is,
however, the deviation between simulation results and the
measurement data from the reference model, which can lead to
the inaccuracy of the research results. To improve the precision
of the model, the tuning method has been applied, see Table 2.

Tab. 2: Comparison of different parameter tuning’s methods

Method advantage disadvantage
PI . online parameter tuning . lowest precision
tuner . intelligent and self-learning . only tuning of K}, and K;
. little training data
NN . highest precision of these . Huge amount of data for
four methods the training process
. better identifier than system . NN transfer function
identification without tuning the exact
. online tuning parameter

PI tuner aims to tune the controller’s parameter of the overlaid
voltage control loop and the underlaid current control loop on
d and q axis for the tracking of reference inverter model. In

contrast to parameter estimation, the PI tuner can merely
rectify the controller’s parameter which result in a lower
precision. NN identifier utilizes the neural network to replicate
the dynamic behaviour by training the NN with the
measurement data from the reference model. By contrast with
the PI tuner, the NN identifier can effectively build the DT of
the inverter, which is over 97% the same as the reference
model.
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Stability Analysis in Inverter-dominated Distribution
Grids with Aggregate Models for Network Reduction

YL.Zeng, T. Jiang, S. Schlegel, D. Westermann
Power Systems Group
Technische Universitét [lmenau
Ilmenau, Germany

Abstract— Recently, model reduction has become a major
analysis technique for large energy systems. The structure of
distribution grids is becoming increasingly complex, because of the
growing use of inverters. However, inverters influence the stability
of distribution grid. This paper discusses which factors have
influences on the grid stability and what kind of influences there
are. Besides, the paper comes up with a network reduction method,
so that the model of inverter-dominated grid can be simplified in
structure in order to create an efficient grid model. By maintaining
the input-output characteristics of the networks, the aggregate
model is useful for analyzing small signal stability. Based on the
aggregate model, this paper investigates the stability boundary of
an inverter-dominated distribution grid with regard to the
interaction of the parameters in the grid.

Index Terms: small signal stability, inverter-dominated
distribution grid, network reduction, stability boundary

I. INTRODUCTION

In order to analyze system stability, the distribution grid
will be tested by an event. This event can be a small change of
working point. As a result, stability can be investigated from the
dynamic behavior of the distribution grid. However, the event
impacts not only the distribution gird, but also other grids of
lower or higher voltage level, that are connected to the
distribution gird. As shown in Fig. 1, the underlaying and
overlaying grids could be influenced by the event A accordingly.
Then event B and event C would be created in overlaying and
underlaying grids which can be seen as a result of the impact
from event A. They could also have an influence on the
distribution grid. In this paper, the interaction between
distribution grid and its overlaying and underlaying grids on the
stability of the distribution network will be simulative
examined. If the interaction is confirmed to be exist, the
stability study of the distribution grid will be conducted with
the consideration of the interaction.

For the simulations, using the detailed structure of high-
voltage, the medium voltage and the low voltage grid causes the
increasing requirement of calculation time, the calculation
ability and storage space due to the large number of state
variables and grid elements [1, 2]. To reduce the simulation
time, the network reduction is applied in the stability analysis
[2, 3]. This paper introduces a network reduction method that
simplifies the structure of overlaying and underlaying networks
without distorting the character of dynamics.

Overlaying grid

Distribution grid

o

Underlaying grid
Event C
e.g. APAQ v

-
i ~

ul:

Network elements

8 Storage LEV

©
||%l(_“

Variable load @Generation unit Inverter

Fig. 1: Interactions with the superposed and underlaying grid

This paper focuses further on the stability of the
distribution network with consideration of the network
parameters. The network parameters of the distribution network
also influence the stability [4]. Furthermore, the stability of
distribution grid can be influenced not only by the its own
parameters, but also by the parameters from other neighboring
networks, which are connected to the distribution grid. This
paper investigated the interaction of the parameters on the
stability and searched a stability boundary. The stability
boundary would be an important indicator for selection of
network parameters.

This paper is divided into four parts. Chapter 1 presents
the motivation and background of the work. In chapter 2, the
network models, the reduction methods are presented. The
concept, test model and results of the stability study according
to scenarios are presented in Chapter 3. Chapter 4 shows the
summary.
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II. NETWORK REDUCTION TO INVESTIGATE THE SMALL-
SIGNAL STABILITY

A simulation using the detailed grid model takes several
hours. The network reduction with using aggregate model is a
solution to reduce the simulation time, at the same time the
dynamics of the network is substantially emulated. The concept
of aggregate model is shown in Fig. 2.
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Fig. 2: Network reduction by using the aggregate model

As shown in Fig.2, the dynamic behaviors of the
underlaying and overlaying networks are simulated by transfer
functions, which can be determined by system identification.
The response of the aggregate model under a small excitation
signal change is identical to the original system, retains main
original characteristics but simplifies the structure. Instead of
using the detailed network structure, the aggregate models of
the low and high voltage girds will be integrated with the
medium voltage grid for further stability study. The following
sections describe two reduced network models.

A. Aggregate model to emulate the overlaying network

An ideal high voltage network is often modelled as an
ideal voltage source [4]. In this paper, a controlled voltage
source is used to build the aggregate model of a high voltage
network, in order to obtain a controllable and precise response.

The aggregate model is constructed to contain two parts,
one simulates the stationary behavior and the other builds the
dynamic behavior under small excitation signal change.

The state variables which are important or observed for
the investigation can be selected as input or output of the
aggregate model. In this paper, the inputs are the operating
points while the outputs are the voltage response. The stationary

behavior is an unchanged voltage value that can be measured in
the simulation using detailed model. The dynamic response is
simulated by transfer functions. The topology of the aggregate
model is shown in Fig. 3.

Emulation of the dynamic behavior
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O e LGS0

Emulation of the dynamic behavior

Fig. 3: Topology of the aggregate model of overlaying
network

The gray area shows the emulation of the dynamic
behavior and the blue area includes the simulation of the
stationary behavior of the overlaying network. The input signals

Ap,, (t)and Ag,, (¢)denotes the operating point change on the
medium-voltage network in per unit (pu) value. The use of pu
value has the advantage that they are relative to a reference, thus
it is identical for both the overlaying and underlaying networks.
The transfer functions G, (s)and G, (s)are

AQ Au
GP(S):F??, GQ(S)Z Aé

and gain factors K serves, on the one hand, to convert the pu
value into absolute value, on the other hand, to adapt the output
values when implementing the transfer functions.

The steady-state voltage amplitude U, and the steady-

state voltage angle 6, for the respective phase indicate the

stationary behavior of the voltage. After combining the
dynamic response with the static response, the output is turned
into a complex voltage signal, which drives the voltage sources.
The voltage sources produce the corresponding electrical signal.

B. Aggregate model to emulate the underlying grid

To simulate the underlaying network, a controlled power
source model is constructed as an aggregate model. The
controlled current source feeds the same active and reactive
power as the low-voltage grid. The aggregate model is also
modeled in two parts for emulation of the dynamic and
stationary behavior. The dynamic behavior of the underlaying
network is modeled by transfer functions.

The input signal of the transfer functions is the voltage change
Au,, at the overlaying grid and the output signals are the

change of the active and reactive power. The topology is
presented in Fig. 4.
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Fig. 4: Topology of the aggregate model for underlaying
network

The active and reactive power dynamics are determined
by the composition of the stationary operating points P,, and
Q,, by the transfer functions

Go(s) =, Gyls) =
pu pu

To build the power source, the active current i, and the
reactive current i, are calculated on the relationship between

active power, reactive power and voltage. The current is then

converted into three phase current i, by the inverse-Park

abc

transformation.

III. INVESTIGATION OF THE SYSTEM STABILITY

The investigation is performed under several scenarios. In
each scenario, one predetermined parameter is observed and
varies. The test model is excited with a small excitation signal.
In this paper, the excitation signal is a step signal, so that the
transfer function can be easily determined by the corresponding
output response and the step signal.

For example, in the basic model, in which all parameters
are unvaried, the transfer function can be determined with the
small voltage excitation by 0.1 p.u. and the active power caused
by it. The transfer function is shown as follow:

o —8.76x10"s* —6.93x10"s* +2.98x10" s —1.30x10*
57 4+9.30x10°s* +2.52x10%s* +9.08x 10" s + 6.74x 10"

There are four poles of this transfer function, and the dominant
pole plays a significant role for stability analysis. A dominant
pole is the one of all the poles of transfer function which has the
greatest effect on the system stability. In this transfer function
the dominant pole is -0.0177-0.0489i.

According to change of position of the dominant pole,
a fitting curve can be created to record the movement of the pole
and to predict the stability boundary. When the fitting curve
intersects with the imaginary axis, a stability boundary is found.
If the imaginary axis and the fitting curve do not intersect, the
test system remains stable as the parameter changes. Fig. 5
shows the topology of the test model. On the 110kV high
voltage level, two medium voltage networks connected in

parallel are fed by one transformer. The two medium-voltage
networks are each connected in parallel with three inverters. In
a medium voltage branch, the parameters are varied and the
interactions on the stability of the second medium-voltage
string are investigated. Table I shows the scenarios for seeking
the stability boundary.

G 20kV04KY B 20kVI04KYV
Branch 1 Branch 2
rm— A P
7 B 1
K P: o= el
7 e T o T
i n e

i

v % v
Feeder 1 Feeder 2
Fig.5: Topology of the test model Internet

TABLE I OVERVIEW OF THE SCENARIOS

Scenario Description Scenario-Caption

R of transmission line Scenario L_R

L of transmission line Scenario L_L

C of transmission line Scenario L_C

Grid elements

R/X-Ratio of transmission line Scenario L_R/X

Z of transmission line Scenario L_Z

R/X-Ratio of transformer Scenario T_R/X

Operation point

Active power of inverter Scenario AP_P

Reactive power of inverter Scenario AP_Q

inverter parameters

Number of inverters Scenario AN

Inverter-Filter Ry Scenario F_R

Inverter-Filter Ly Scenario F_L

Current controller

Current controller Kp Scenario I_P
Current controller K| Scenario I_I
Voltage controller
Controller Voltage controller Kp Scenario U_P
parameters

Voltage controller K; Scenario U_I

Reactive power controller

Reactive power controller Kp Scenario Q P

Scenario Q_I

Reactive power controller K;

The selected parameter in each scenario is created as the
product of a variation factor and a base value. The variation of
the parameter is achieved by changing the variation factor while
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the base value remains the same. The investigation of the
interactions takes place according to the structure of Table I in
three sections: Grid elements, inverter parameters and
controller parameters.

Since the dynamics of the high voltage and low voltage
networks may change due to the variation of parameters, the
transfer functions should be updated. However, this is time-
consuming because the update of transfer function requires
adjustment of variable iteratively. In this paper, four indicators
are introduced to determine if an update of the transfer functions
should be performed or not. If the differences of four indicators
are less than 5%, the transfer functions would not be updated,
and the present transfer functions are kept. If a change of
indicators exceeds 5%, the transfer functions must be updated,
and the updated transfer functions are used for further
investigation. This saves simulation time while maintaining the
accuracy of the simulation.

IV. STABILITY LIMIT OF THE INTERNET

In Fig.6, Fig.7 and Fig. 8 the interactions of the grid
elements, inverter parameters and controller parameters are
presented.

440 1 , ¥
- 439 X\XX Wxxx%* Xf/ /‘
72} %<~— -
-G 438} »g* X/M_H, %
% L
E‘ 437} ///
.E 436 < *- Line C
o0 r e -%- Line L
g x /X *- Line R
— 435+ . T ; —%- Line R/X
x0T -*%- Line Z
434 ‘ | ‘ ‘ —%- Transformer R/X|
-197 -196,5 -196 -195,5 -195 -194,5 -194 -193.5
Real Axis s

Fig.6 Movement of the dominant pole according to the
variation of the grid elements parameters

The increase in the R/X ratio of the transmission line has
a stabilizing influence on the grid stability, therefore overhead
lines are preferable, due to their larger R/X ratio. With
increasing transmission line impedance, the distribution
network remains stable. In contrast, the grid stability has a
negligible interaction with the line capacitance and R/X ratio of
the transformer.

According to Fig. 7, it is obvious that grid stability
decreases with an increasing number of connected inverters.
That is why the distribution network with lots of inverters must
be intensively monitored. The inductive component of the filter
has a destabilizing effect on the system stability. An increasing
filter resistance shows a stabilizing influence. However, it is
lower compared to the filter inductance. In comparison with
operating point, other inverter parameters have relative less
effects on the grid stability, which means that the active and
reactive power of inverters have the largest impact on the grid
stability. And The controller parameters have the greatest effect
on the grid stability against other parameters, see Fig. 8.

Paper
800 . .
700 o
=, 600/ R Ut
: X\X%{X'Xx S
'5 500
" a - &~
£:400¢ Ky jubE
g
.503007 /X/ *~ Number of inverters
g 200+ St -%-Operation point_P
— - *-Operation point_Q
100¢ Lo —*-Filter L
0 ‘ a ‘ ‘ *-Filter R |
-450 -400 -350 -300 -250 -200 -150

Real axis s

Fig.7 Movement of the dominant pole according to the
variation of the inverter parameters
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10000 r

. |
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W
jen)
S
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0 Il
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Fig. 8 Movement of the dominant pole according to the
variation of the controller parameters

-400 0

The integral and proportional component of the voltage
controller and the integral component of the reactive power
controller have a destabilizing effect. Meanwhile, the
proportional portion of the reactive power controller and both
portions of the current regulator have a stabilizing character by
increasing value.

V. SUMMARY

In this paper, the dynamics of the underlaying and
overlaying networks were simulated by means of network
reduction methods with using aggregate models. The
calculation time is less, because the state variables in aggregate
model are reduced due to a simplified structure.

The results of the stability study show that the controller
parameters have the greatest influence on the grid stability.
Then follow the inverter parameters. The parameters of the
network elements have the smallest influence on the network
stability. The interaction of the control parameters and a central
control method to coordinate the controller parameters should
be examined in future work.
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Three Phase Unbalanced Power-Flow Calculation
for Pre-Validation of Topology Changes
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Abstract—This paper introduces an algorithm to calculate the
power-flow of a power system with three phases including possible
imbalances at fundamental frequency. Transmission lines are
modelled with their pi-section equivalent circuits with a mutual
ground impedance and capacitive coupling. The algorithm will be
validated using Simscape, showing that it accurately computes the
power-flow. The power-flow calculation is then performed with
an experimental setup of a laboratory grid, a scaled transmission
system, to depict the reliability of the grid for future research.
At last, a procedure will be developed to incorporate the power-
flow calculation into the existing control of the laboratory grid
to pre-validate topology changes.

Index Terms—power-flow studies, power-flow calculation, un-
balanced three phase power system, laboratory grid, transmission
system, pre-validation, topology change

I. INTRODUCTION

This paper introduces an algorithm to calculate the power-
flow of a power system with three phases including possible
imbalances at fundamental frequency. Imbalances imply non-
symmetrical power-injections, voltages and admittances in
general, as shown later on with the experimental setup.

After this introduction as Chapter I, Chapter II briefly
explains the definitions made for the power-flow calculation
of an unbalanced power system at fundamental frequency, up
to the numerical solution. Transmission lines are modelled
with their pi-section equivalent circuits, including capacitive
coupling between the phases and a mutual ground admittance.

Chapter III gives an overview of the laboratory equipment,
including a grid of a scaled transmission system, generators,
loads, power hardware, and a real-time simulator for con-
trolling the transmission system, acquiring measurements and
performing the power-flow calculation.

In Chapter IV, an experimental setup is presented, firstly,
to validate the power-flow calculation using Simscape, and
secondly, to show that it accurately calculates the state of the
laboratory grid, which also means that the grid is a sufficient
model of a transmission system.

After that, Chapter V provides a first attempt of a procedure
to incorporate the power-flow calculation into the existing
control of the laboratory grid to pre-validate topology changes.
This enables the user or an external application to evaluate

wether switching operations result in inapplicable states be-
forehand. The whole procedure and the control is performed
on a real-time simulator.

A conclusion on the results and future work is then drawn
in Chapter VL.

II. POWER-FLOW CALCULATION
A. Preliminary

Consider a stationary three phase power system at funda-
mental frequency with n € Ny nodes. Every node consists of
three phases and one neutral, which makes a total of four lines
per node. Each line of a node 7 can be connected to another line
of another node j with a constant and complex admittance. The
admittances between two nodes form a pi-section equivalent
circuit of a transmission line with a mutual ground admittance
and capacitive coupling between the phases. Fig. 1 shows the
equivalent circuit, similarly depicted in [1] and [2], of two
nodes ¢ and j.

To identify every admittance y of Fig. 1, and for the
purpose of including all possible connections in the future,
the following notation

A1 A
bi, s ks 1)

is used, where A = {0, 1,2, 3} is the set of lines, with the sub-
set of phases P = {1,2,3}and A1, A\ € A; K ={1,2,...,n}
is the set of nodes with k1, ks € K; and b;;, with 4,5 € K
and ¢ # j, is the branch between the two nodes i and j,
written as b;; = 7j. Identification of the branch is important
to distinguish the admittances modelling capacitive coupling if
there is more than one node connected to the considered node.
The nodal phase voltage of a phase o € P is expressed as
u® = uf-exp (j - 4¢). To avoid division by zero, the following
definition is made.
_y™ i and j connected

vxea Y )
1 1 and j not connected

Zij =

It is then possible to describe the phase currents and the
neutral current at node ¢ with (3) and (4).
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Complex nodal power for each phase is calculated by (5).

s =ud - (i)” (5

=1

At a node ¢, complex power can be injected by means of
power generation or dissipation, e.g. by generators or loads.
This injected power is equal to the nodal power, as seen in

(6).

st = s (6)

2inj,. — 24

The sum of all currents at the neutral of every node ¢ needs
to be incorporated with (7).

ol =i = Y (@) (7)

VpeP
B. System of Equations

Aim of the power-flow calculation is to compute the com-
plex nodal voltages u$* of the phases with known injected
powers i ;. Because there are four vertices of a linear electric
network per node with a complex number as the weight
of these vertices, it is necessary to set up 8n — 2 linearly
independent equations to get a sufficient solution to the power-
flow. Beside these constant power nodes, there has to be one
slack node s # ¢ for balancing power with known complex
nodal voltage. Other node types, like constant absolute voltage
and active power nodes, are not considered in this scope.

The variables of one phase « of the slack node s are written
as a vector with

T
ol = (Phys dhis) ®)
to define the slack node variable vector as

z, = (¢} o2 a:S)T. )

zo = (ue 6)" (10)
x; = (x) = x? mf)T (11)

This gives, with s = 1 as an example, the complete variable
vector

ﬂli:n)T .

For the constant power nodes and the slack node, using
k € K, the following equations are defined.

= (o1 Tz Tig (12)

fir = R{sk} — Pinj e (13)

fieo = S{si} — dinjn (14)
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To get a solution to the power-flow, additional equations for
a node ¢ are necessary.

11 = R{a?} (15)
fi2 = 3{ef} (16)
With A € A and
T
=0 ), (17)
the vector of a constant power node is composed of
T
fi=(0 £ or) (18)
Given the vectors
T
fo= 0 f) (19)
1 2 T
fo=(fs o £ (20)
the complete vector of all nodes, again with s = 1 as an
example, is as follows.
T
f= (fs:l fi:2 fi:3 fi:n) (21)

C. Numerical Solution

The numerical solution of f(x) = 0 is performed with the
Newton-Raphson method, based on [3], with the nomenclature
of [4]. The iteration is given by

2Vt — () _ J;l(m(l/)) fx™), (22)

with v = 0,1,2,... as the iteration index. The index v = 0
denotes the initial value of x. Rewritten as

T (™) - Ax ) = — f(2)) (23)
with the definition
) = () 4 AgHD), (24)

the iteration can be stopped when ||[Az®+V)|, < & with ¢
as an arbitrarily small value. The Jacobian is given by

dfs:l d-fs:l dfs:l
des=1 dz;—2 dx;=n
dfi=2 dfi=2 dfi=2
Jf = | des=1  dwi=2 dei—n (25)
Af iy dfi, df iy
des—1 dx;—o dxi—p
The initial values of x should be set as
n
Pihis = — D Pihiio (26)
i=1
i#£S
n
Uojs == D Ao 27)
i=1
1#£S

for the slack node, and u$' = ug for the other nodes.

Fig. 2. Laboratory Grid

TABLE I
TRANSMISSION LINE
ADMITTANCES IN PER UNIT

Admittances 50 km 100 km
T 1.437 —j-15.986  0.720 — j - 8.001
ijggj(_) 1.547 —j-20.932 0.706 — j - 10.476

0 . .
l_jgio; j-0.011 j-0.023
yoB j-0.004 j-0.008

Fig. 3. Real-Time Simulator OPAL OP5600

III. LABORATORY EQUIPMENT

The laboratory grid is a scaled model of a 220 kV transmis-
sion system with U, = 220V, S, = 2 kVA and f},,sc = 50 Hz,
including twelve transmission line models with their pi-section
equivalent circuits, representing lengths of 50 km and 100 km.
Fig. 2 shows the whole grid. The normalised transmission line
admittances are presented in Tab. I, where 8 € P and 8 # .

There are two busbars, each feeding up to three different
sections of the grid independently. Switches, modelling circuit
breakers and disconnectors, can be controlled remotely via a
real-time simulator and a SCADA system.

Two 12 kVA generators can be connected to the grid at any
node, either to generate or to dissipate power. The same holds
for the 15 kVA Triphase Power Module, which also gives
the possibility to model renewables and HVDC components,
for example. Resistors and inductors of different values model
appropriate loads and can also be connected to any node of
the grid.

Control of the generators and the power hardware, acqui-
sition of measurements, and the power-flow calculation is
performed with the OPAL OP5600 real-time simulator, shown
in Fig. 3, which has two cores of an Intel Xeon E5-2667 v3
3.2 GHz CPU activated.

Overall, the equipment provides an extremely flexible model
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Fig. 4. Grid of the Experimental Setup

of a transmission system — the kind of many experimental
setups, like [S] — for validation purposes, e.g. of modern con-
troller designs, and impacts of grid development and faults on
power system stability. Unlike utility-setups, all experiments
can be designed and repeated arbitrarily at wish. The scaling
of the laboratory grid provides transients of reasonable values
to validate simulation and real field results in particular.

IV. EXPERIMENTAL SETUP

The experimental setup used for validating the presented
power-flow calculation consists of a grid with n = 5 nodes,
as shown in Fig. 4. The normalised line admittances of the
50 km and 100 km transmission line models are the ones
presented in Tab. I.

The results will later be compared related to [6], but without
considering different methods of solving algorithms and the
computation performance. This is because time constraints are
irrelevant for this setup.

A. Validation Using Simscape

The grid of Fig. 4 is modelled in Simulink using the
Simscape toolbox with MATLAB R2015a SP1 32 Bit with a
step size of Ty = 1 ps. Transmission lines, capacitive coupling
and the mutual ground admittances are modelled with Series
RLC Branches. Power generation is done with Controlled
Current Sources, power dissipation with Series RLC Loads.
The slack voltages are generated with AC Voltage Sources and
Series RLC Branches of R = 1 m(2. Measurements are carried
out with RMS and Power blocks. The slack nodal voltages and
the injected power of the other nodes are then used to perform
the power-flow calculation.

In both balanced and unbalanced cases, the relative differ-
ence between calculated and simulated nodal voltages with
e = 107% was less than 1072 %, the absolute difference
was less than 10~* per unit. The same applies to the injected
reactive power at the slack node. Relative difference of active
power at the slack node was 1072 %, and the absolute
difference was 10~* per unit respectively.

This shows that the power-flow calculation accurately com-
putes the state of the experimental grid in Simscape, which
means that it can be used to validate the laboratory grid
configuration.

B. Validating the Laboratory Grid

The laboratory grid is configured to represent the experi-
mental setup shown in Fig. 4. The measurements used for the

power-flow calculation are presented in Tab. II. To illustrate
the capability of modelling unbalanced power systems, phase
one of the constant load does not dissipate any power. Mea-
surements are acquired with Gossen Metrawatt A2000 devices.
Again, the measured values are used to calculate the power-
flow with ¢ = 107°. These values are presented in Tab.
III. Tab. IV shows the differences d and relative changes c,
according to (28) and (29), with z ). as a calculated and e
as a measured value, both in per unit.
(28)

d = Zcale — Tmeas

Tcalc — Tmeas

(29)

=
mmeas

The results show that the relative change of the nodal
voltages is less than +1 %, which is negligible, considering
measuring errors, deterioration of capacitances, contact resis-
tances, component parameter scattering, and, most importantly,
the results of the validation using Simscape with general
deviations.

While the relative difference of injected active and reactive
power at the slack node is significantly higher, the absolute
difference shows that there is no considerable distinction. This
gives the conclusion that the laboratory grid is an accurate
model of a stationary three phase and unbalanced transmission
system.

V. IMPLEMENTATION ON A REAL-TIME SIMULATOR

The real-time simulator is used for control of the generators,
the power hardware and the switches of the laboratory grid,
and for processing measurements, thus providing a flexible de-
velopment and simulation environment, e.g. as a rapid control
prototyping platform. For a feasible pre-validation of topology
changes, the power-flow calculation is implemented on the
real-time simulator. The following procedure is executed. For
the procedure itself, real-time is not a requirement.

1) Detect topology change request

2) Evaluate new topology state

a) Calculate admittances

b) Measure slack voltages and injected nodal power

c¢) Combine with nodal power injection of requested
topology

d) Calculate power-flow

3) Detect limit violations
4) Respond to topology change request

A topology change can be requested by the user or an
external application. Among the request, the weighted adja-
cency matrix has to be provided as an input to the procedure.
The weights represent the length of the transmission lines,
connecting two nodes.

Every node of the laboratory grid has to be uniquely
identified with this adjacency matrix. With twelve transmission
line models, there is the possibility to define up to 24 nodes.
This is important to assign every node, considered in the
power-flow, the correct information about the power injection.
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TABLE II
LABORATORY GRID MEASUREMENTS USED
FOR THE POWER-FLOW CALCULATION IN PER UNIT
@ uf ’Pioflj.z qic:aj 2 pioflj 3 qﬁ;j 3 pi();]j 4 qichj 4 pioflj,s qﬁ;j 5
1 0.5882 0 0 0 0 0 0 0.2425 —0.1355
2 0.5832 0 0 0 0 —0.0555 0 0.2560 —0.1355
3 0.5814 0 0 0 0 —0.0555 0 0.2525  —0.1385
TABLE III
LABORATORY GRID MEASUREMENTS AND
VALUES OF POWER-FLOW CALCULATION
MEASURED VALUES IN PER UNIT CALCULATED VALUES IN PER UNIT
@ P dinia ugy ug ug ug | @ Piia 4inia ugy ug ug ug
1 —0.235 0.0125 0.5918 0.5877 0.5882 0.5868 | 1 —0.2414 0.0193 0.5893 0.5868 0.5870 0.5839
2 —0.1980 0.0195 0.5855 0.5810 0.5773 0.5805 | 2 —0.1993 0.0210 0.5835 0.5810 0.5787 0.5774
3 —0.1965 0.0235 0.5836 0.5791 0.5800 0.5795 | 3 —0.1958 0.0240 0.5821 0.5797 0.5813 0.5765
TABLE IV
DIFFERENCE AND RELATIVE CHANGE OF
MEASURED AND CALCULATED VALUES
DIFFERENCE IN PER UNIT RELATIVE CHANGE IN PERCENT
@ p&j 1 qicfaj 1 ug ug ug ug @ pi(;j 1 qi(;j 1 ugy ug ug ug
1 —0.0064 0.0072 —0.0026 —0.0010 —0.0013 —0.0030 | 1 2.73 57.86 —043 —-0.17 -—-0.21 —-0.51
2 —0.0016 0.0019 —0.0020 0.0001 0.0014 —0.0031 | 2 0.79 9.71 —0.34 0.02 0.24 —0.53
3 0.0000 0.0009 —0.0016 0.0005 0.0012 —0.0032 | 3 0.02 3.92 —0.27 0.09 0.21 —0.55

To calculate the power-flow, a node has to exist in the new
topology, which means that the adjacency matrix has to be
adapted to these existing nodes. The admittances are then
calculated and stored in a multi-dimensional structure. It is
also necessary to measure the slack voltages — and if not
present in the new topology, to define a slack node — and
the nodal power injections. This information also has to be
provided by the user or an external application, if the power
injections of the new topology differ from that of the current
topology.

After the power-flow calculation, the results have to be
compared to limits, e.g. the maximum line current or the
minimum nodal voltage. This leads to the decision wether the
topology change request is acceptable or not, sent to the user
or the external application.

While the procedure is straightforward to implement, for
example, with a MATLAB Function block, it is important to
exclude this procedure from the real-time execution to not
negatively influence the other processes demanding real-time.

VI. CONCLUSION

This paper presented an algorithm to calculate the power-
flow of unbalanced three phase power systems with all nec-
essary definitions. Validation with Simscape showed that it
precisely computes the stationary state of a power system
at fundamental frequency. Thus, the power-flow calculation
has been used to validate the state of a laboratory grid
with an experimental setup. The results illustrated that the

grid accurately represents a transmission system with reliable
transmission line parameters.

Even though implementing the power-flow calculation on
a real-time simulator is not meaningful, the provided solution
combines control of the transmission system and pre-validation
of topology changes on the same platform. Another advantage
is that there is the possibility to build a predictive simulation
environment, as pictured in [7, pp. 52-53].

Among that, future work should be invested in defining
different node types, e.g. to model renewables and dc grids
as in [8], which greatly affect grid development of power
systems. It should also be considered to calculate the power-
flow on an external device, which makes it necessary to
define suitable interfaces for communication between the real-
time simulator and external hardware. Application of state
estimation techniques, based on the unbalanced power-flow
calculation, could lead to research in the field of modern
controller designs incorporating the power system state. Basics
on static-state estimation are given in [9], a review on dynamic
state estimation techniques is outlined in [10]. Also based on
the unbalanced three phase model, it should be considered to
calculate transients for pre-validation of topology changes.
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Abstract— Modern high-voltage direct current distribution
networks are mostly assessed from a cost perspective. The
objective of this study is to compare the technologies’ impact on
global warming over its complete lifespan. A software tool was
created that allows the investigation and simulation of different
grids using variable parameters. Results indicate that present
high-voltage direct current transmissions with overhead lines
and more than 376 kilometers length emit less greenhouse gas
equivalents than their high-voltage alternating current
counterparts over their service life. Findings did also reveal that
common understanding regarding costs of high-voltage cable
and overhead lines needs to be reassessed.

Keywords— high voltage direct current, global warming
potential, life-cycle-analysis, overhead lines, cable, laying

[. INTRODUCTION

The existential threat of man-made global warming and
the resulting climate change is one of the greatest challenges
of our time. The continuous expansion of fluctuating energy
sources places demands on European distribution networks,
which play a key role in an energy system with 100 %
renewable electricity due to the increasing distances between
producers and consumers. Large site-dependent generation
centers are built offshore with high expansion rates [1]. A
future grid must connect them with the consumers in remote
agglomerations. Megatrends such as electromobility and
sector coupling pose additional challenges. High voltage
alternating current (HVAC) transmission is only suitable to a
limited extent for such functional network that spans long
distances and incorporates submarine and cable connections.
High-voltage direct current (HVDC) transmissions offer the
advantages needed for such Pan-European network. Previous
work has mainly dealt with the costs and comparison of
network advantages of HVDC and HVAC. With the use of
large quantities of energy-intensive raw materials in voltage-
sourced converter stations of HVDC installations, it must be
ensured that such system does not cause higher greenhouse
gas emissions over its life cycle than conventional HVAC
systems. In this paper, the global warming potential (GWP) of
components of both technologies is investigated.

In the course of the current political discussion on network
expansion in Germany, citizens protest planned overhead
lines. Therefore, in many places underground cabling is being
discussed [2]. The German government decided that new
HVDC lines built near residential areas should be designed as
underground cables in order to increase public acceptance [3].
The commissioned network operators point to significantly
higher costs due to the laying of the cables. According to them,
underground cables are 4 to 8 times more expensive than
HVDC overhead lines [4]. A study by the Research Centre for

Prof. Dr.-Ing. Josef Lutz
Chair of Power Electronics and EMC
Technical University of Chemnitz
Chemnitz, Germany
josef.lutz@etit.tu-chemnitz.de

Energy Economics, which examined existing projects, found
an average cost factor of 5.9 between HVDC underground
cable and overhead line systems during the last years. The
price for HVDC overhead line transmissions was between 700
€ and 1400 € per kilometer and kilowatt [5]. The investments
for underground cables amounted to 1200 € to 16000 € per
kilometer and kilowatt [5].

The present study attempts to provide assertions for the
two types of transmission from a life-cycle-assessment point
of view, allowing to compare the use of energy-intensive
materials and the system costs.

II. METHODOLOGY

A. Scope

This life-cycle analysis (LCA) serves to identify the
potential environmental impacts, using a cradle-to-grave
approach. In order to compare the lifecycles of technologies,
both the emissions caused by the materials used and the losses
during operation of the system were considered. Necessary
manufacturing processes and their energy requirements,
transports and the resulting greenhouse gases are included.
The losses were determined for terminal stations and
transmission lines of a system. The study forms a comparative
life cycle assessment that compares several products. System
boundaries were created to limit the scope of it. Central
components are two terminal stations, and the transmission in
between them. Therefore, only the losses in the internal
HVDC transformers are covered. Any existing transformer-
substations and their losses for coupling to other networks are
not included for neither HVAC nor HVDC in order to create
comparability across all systems. Since the scope of a life
cycle analysis can be increased to infinity from the raw
material to the end-of-life of a product by the available
resolution of the data, the analysis is limited to the significant
emission factors, if possible. Due to the data sets mentioned in
section II B, a very high level of detail was achieved for the
assessment of emissions by the materials used in the HVDC
converter stations. In addition to the extraction, processing
and transports of raw materials for HVAC and HVDC
systems, the analysis also includes losses of the transmitted
energy caused by lines and terminal stations or compensation
devices. The recycling of each system is included as an end-
of-life-scenario and is then offset against the material-
emissions. Transport routes of materials were assumed to be
500 km, unless detail information by suppliers was available.
The final assembly of components or installation processes of
terminal stations and overhead lines are not included in the
calculation, since the needed data would lead to inadequate
estimates or extensive calculations for each individual
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component. The considered HVDC bipolar cable system was
analyzed without metallic return, as no data were available
from the manufacturer and estimated to be not significant. The
losses in the terminal converter stations are assumed for
operation at 100 % load but are listed as free parameters to
take more precise data into account in the future. Only
overhead lines were considered for 400 kV HVAC technology
because of the strong need for compensation and the
associated inefficiency of cables [6]. Due to the system
boundaries, no effects of transmissions on the overall grid
stability have been considered.

To communicate the results of the GWP, this paper uses a
functional unit: a transmission system for transporting 2 GW
of electrical power over 400 km with 8760 full load hours per
year was considered. The assumed emission factor of the
electricity is 534 g of CO; equivalent per kilowatt hour
electricity (CO2.q/kWhei) which represents specific electricity-
generated emissions in Germany in the year 2015 [7]. All
parameters can be changed in the created tool (see section II
O).

B. Data base

The material compositions with exact mass and material
specifications for the components of the HVDC Bipolar
+ 500 kV terminal stations with voltage-sourced converters
(VSC) were provided by a leading technology company. The
company revealed achieved recycling rates for each separate
material. Also, precise power loss data were obtained for the
full-bridge and half-bridge converter stations. For further
calculations, the worst-case losses in the converter terminal
stations were assumed. The HVAC systems were evaluated
based on [8].

C. Used life cycle assessment software

For the study on GWP of HVDC VSC transmissions the
,,E3 Database* software was used which obtains data mainly
from the “ecoinvent V3” database. The author has been
trained in the software and instructed by Ludwig-Bolkow-
Systemtechnik GmbH (LBST). After programming a
changeable data set (LCA tool), the results of the research
were analyzed and illustrated in detail. The LCA tool allows
the user to investigate the COyeq footprint of HVDC VSC in
direct comparison with 400 kV HVAC distribution systems.
Parameters such as the emission factor of the transmitted
energy, the number of full load hours and transmission
distances can be varied. The variation of transmitted power,
amount of terminal stations and their rated power enable the
time-efficient calculation of the climate impact of a future
grid.

D. Sensitivity analysis

The following results focus on the climate impact in
COy¢q over the life cycle (CO» footprint). A sensitivity
analysis was conducted to measure how sensitive the
resulting COj. balances react to changes in the input
parameters. It was found that the total COscq emissions are
very sensitive to the generation emissions of the transmitted
electricity. This is due to the relatively large operating losses
in terminal stations (operation emissions) and transmission
lines compared to emissions caused by materials used to build
the systems (material emissions). There is no change in the
qualitative results when changing the electricity emission
factor with virtually emission-free generation (emission

factor of 30 g CO,.¢/kWhe) or pure coal powered generation
(emission factor of 800 g CO2ey/kWhei). The same applies to
realistic changes of system utilization rates.

[II. IMPLEMENTATION AND RESULTS

A. Emissions of HVDC terminal stations

The life cycle analysis for HVDC VSC terminal stations
revealed the emissions distribution shown in Fig. 1. The large
proportion of operating emissions accounts for more than 99
% of total emissions over the service life of the terminal
stations when the emission factor of 534 g CO2cq/kWhei [7] is
used. Initial concerns, that the use of large quantities of
energy-intensive silicon and packaging technology would lead
to a relatively high GWP, can thus be denied.

Operation

Materials | 0.1%

Fig. 1: Share of emissions of HVDC voltage sourced full bridge converter
stations

Data from the manufacturer show that half-bridge (HB) IGBT
modules are used for HVDC VSC cable connections in the
converter stations, since error handling for short-circuits does
differ as is the case with overhead lines. For overhead lines,
full-bridge IGBT modules (FB) were assessed, as they offer
better fault handling than half-bridge modules. It must be said
that it is also possible to use half-bridge converters in
overhead line transmissions according to the manufacturer.
This comes with significantly worse system behavior in
response to temporary DC line faults and increased
component load.

B. Emissions of overhead line transmissions for HVDC

A common ACSR Pheasant conductor with a cross-section
of 726.8 mm? per quad-bundle and pole was evaluated. The
maximum permanent operating temperature of 80 °C and
resulting resistances [9] as defined by DIN EN 50182 for the
overhead conductors were used for power loss assessment on
the HVDC overhead line system. A + 500 kV bipolar HVDC
overhead line, capable of transmitting 2 GW of electrical
power, uses two of these four-bundle ropes. The material
composition for foundations, masts, conductor cables and
insulators of the overhead lines was provided by the company
partner and used for climate impact analysis with the
E3database. The material emissions with considered
recycling-scenario amount to 56 t COzcq/km of such bipolar
HVDC overhead line system.

C. Emissions of cable transmissions for HVDC

At time of the study, DC cable products with cross-
polymer (XLPE) insulation were on the market that were
approved for a voltage level of 525 kV [10]. One advantage
of this technology is the significantly lower weight per
kilometer of cable and the lower number of conductors
required due to the higher power density, which results in
fewer transports and longer cable sections with fewer
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connection sleeves [11]. The use of highly recyclable
materials [12] and the absence of oil-soaked paper insulation
also decreases the environmental impact of XLPE technology
compared to mass impregnated cables (MI) which were
previously used for underground cabling. In the following, it
is assumed that future projects will be carried out with plastic
insulated XLPE cables. Products for higher voltage ranges
are to be expected in the next few years that will displace MI
technology from + 800 kV HVDC transmission applications
[13].

An XLPE cable with 2000 mm? copper conductors was
evaluated in accordance with the manufacturer's
specifications for 2 GW [10]. Since cable manufacturers and
suppliers keep a low profile about material compositions of
products, these were determined using graphics from [10].
The given cross-sectional area of the copper conductor of
2000 mm? was used to determine the diameter of the
conductor and, subsequently, the total area of the cable.
Based on this data, the COx¢q for the materials used could be
determined using E3database software. According to [14],
marine and underground cables with XLPE technology are
almost identical in construction, the differences in the sheath
layer, the material composition of which depends strongly on
the planned location, were marginal within the results of the
calculation.

The recycling rates for individual materials specified by the
company partner for the terminal stations were applied for
XLPE cables as well. After taking the recycling scenario into
account, a total of 63 t COy.¢/km of bipolar system are emitted
for extracting and transporting the materials for the two
cables. The calculations on the climate impact of cable
couplings according to data from [11] were also carried out.
The advantage of the lower weight of XLPE cables makes it
possible to use longer cable sections. One drum can carry 1.2
km which reduces the number of required couplings [15]. It
is assumed that their COyq footprint is significantly
determined by the insulation material. According to this, the
couplings result in emissions of 3.4 t COxzeq/km of bipolar
conductors.

In total, 66.4 t COzq/km are emitted for supplying all
materials of the bipolar + 500 kV XLPE cables with couplers
(recycling of the cable and couplers included).

The manufacturer specifies a maximum operating
temperature for the insulation of 70 °C. Following this, the
resistance at 70 °C is assumed for these most unfavorable
operating conditions when the load is 2 GW. The same worst-
case scenario applies to the resistances of the conductors on
the overhead lines under consideration, where 80 °C is
permissible as a permanent operating temperature according
to DIN EN 50182.

D. Uncertainty about the cost ratio of high-voltage
overhead lines and underground cabling

After the first interim results on the material emissions of
cables and connection couplings, doubts arose about the
prevailing tenet of the cost distributions between overhead
lines and underground cabling. A rather similar CO; footprint
for the material supply of 56 t COzq/km for HVDC overhead
lines versus 66 t COaq/km for underground cables was
proven. It can be assumed that the use of materials and the
associated greenhouse gas emissions are in some direct
relation to the costs. It was therefore decided to carry out an

additional investigation on the climate impact of the XLPE
cable installation, to possibly explain the price factor of 4 to 8
between the two routing options [4]. The research was carried
out by W. Weindorf from the project partner Ludwig-Bolkow-
Systemtechnik GmbH. His study [16] examines not only the
delivery of the couplings but also several installation methods
with trencher, excavator and laying-plough (Fockersperger
installation system). Due to the lowest specific greenhouse gas
emissions per kilometer of cable installation, the laying-
plough was included in this study. The consideration includes
laying without crossing of infrastructure. Both cables can be
laid in one process [17]. The chosen installation solution can
be used for high-voltage cables of 525 kV and offers a
productivity of up to 1500 m/h (excluding coupler installation)
[17]. According to the supplier, it can be used in almost any
terrain, including rock [17]. According to the manufacturer of
the XLPE cable, it is possible to lay the cables close (0.5 m
between cables) and at a depth of 1.5 m [10]. Under these
conditions and assumed 1 K*m/W average thermal resistance
of the ground, a permanent transmission power of 2 GW is
possible [ 10]. The worst-case emissions to be expected during
laying were calculated at a diesel-consumption of 185 1/km.
This assumes very impassable terrain and high stress on the
tractor [17]. Fig. 2 shows the Foeckersperger laying principle.

Fig. 2: Elements of Foeckersperger cable laying system, from [17]

In addition to the material emissions of the cables, emissions
of 1.18 t COxq/km by laying the cables with a plough and
0.067 t COxcq for transporting the couplers to the construction
site occur [16]. It was found that in total, 67.6 t CO2cq/km are
emitted for the bipolar = 500 kV HVDC cable system. This
number includes the material supply emissions as well as the
installation and recycling of the cables.

In 2005, cable manufacturer ABB published the results of
a life cycle analysis between a first generation HVDC
underground cable and a three-phase overhead line [18]. The
differences in mass and CO, emissions can be adapted to the
comparison between HVDC-XLPE cable and HVDC
overhead line and confirm the correlations observed in this
study. A common price factor of 4 to 8 between the two
routing options [4] [5] appears to be exaggerated. When
considering existing correlations between GWP of materials
and cost for products, the price difference between both
transmission options must be found in the installation process,
which seems unlikely. Further research is needed to reassess
price estimations by grid operators. It should nevertheless be
noted that projects such as the construction of a high-voltage
transmission system depend heavily on the geographical
conditions. The experience of the grid operators must
therefore be considered. It is possible that the cost difference
to the detriment of a cable route is due to the installation effort
of the cable under worst conditions. An assessment of
crossings with other structures requires a case-by-case
analysis and therefore cannot be easily evaluated in detail. For



22

Paper

undercrossing of any kind with cables, a very economical
method is available in the form of the horizontal flush drilling
technique (HDD drilling technique) [19]. The sensible
combination of horizontal flush drilling technology and cable
ploughing is known as the plague-and-plow method. In
Germany, 15 % of HDD and 85 % of cable ploughing work
are realistic [ 19]. Investigations into the laying of underground
cables, which were previously carried out, were almost always
based on laying in open trenches [19]. As already mentioned,
this paper examines trenchless cable laying using a plough.
Then, the laying costs amount to only 10-30 €/m [21]. After
extending the scope of this study, the material supply and
laying of the HVDC cable as well as the material supply and
delivery of the cable sleeves were considered. In the case of
overhead lines, only material supply was considered. The
installation with motorized rams, the casting of the foundation
with the help of concrete mixers, the delivery by truck, the
stacking of the mast elements with one or more mobile cranes
as well as the clamping of the conductor cables are necessary
work steps when installing an overhead line [22]. Due to the
high degree of mechanization involved in erecting the masts
and foundations, local emissions from the combustion of
fossil fuel are likely. It is also possible to estimate a large
transport requirement for concrete, conductor wires and steel
elements. By way of comparison, the mass ratios of about 4:1
between overhead lines (with foundations) and cables must be
observed [9] [10]. The emissions caused by the transport of
overhead line components are thus to be expected far higher
than those caused by the delivery of cable segments and
couplings. Since the mass of overhead line components is
more than 4 times higher than a cable (including foundations)
[9] [10], it is plausible that the greenhouse gas emissions
associated with material transport are even higher than the
GHG emissions of all machines that would be used for cable
ploughing and the sporadic use of HDD drilling technology.
Since the emission of CO,¢q for the installation of an overhead
line or cable route (no materials, only the installation process)
depends largely on the energy consumption of the
construction machinery used, it becomes clear that the
installation process of an overhead high-voltage line for an
HVDC system, using conventional fuels, must cause higher
emissions than the laying of underground cables. Further
research is needed to quantify the difference accurately. For
this study it became clear that the influence of installation of
components is insignificant, as the impact category is the use
phase of the components.

E. Emissions of overhead line transmissions for HVAC

For the HVAC 400 kV reference system, two complete
overhead line tracks are required for the desired transmitted
active power of 2 GW [8]. An existing Finch product
(4x564/72) was selected for these conductors [23]. Since the
diameter differs by only 2 mm compared to the Pheasant
conductor, which was analyzed in the HVDC overhead line,
it is assumed that the material emissions of such Pheasant
conductor are very similar to those in the HVDC overhead
line. HVAC overhead lines use one conductor rope per phase
and system [22]. In addition to twice the number of masts and
foundations, six bundled conductor cables are therefore
required for two HVAC overhead lines. Material supply
emissions are thus 2.7 times higher than for a comparable
HVDC line. This results in material emissions of 150.6 t
COz¢g/km of HVAC overhead line system for 2 GW with
considered recycling scenario. The losses on a HVAC line

system are divided into voltage-dependent losses P, and
current-dependent losses Pyi. Per unit length factors R’, G'and
Q' of the routing [8] were included. The maximum permanent
operating temperature of 80 °C as defined by DIN EN 50182
for the overhead conductors is used for power loss
assessment. Losses per kilometer Piss on the HVAC
overhead lines are therefore calculated as:
Pioss=2+0.099 MW (D

Required reactive power is provided by STATCOM
technology for three-phase overhead line systems in the
evaluation. STATCOM enables additional network
stabilization and was therefore assessed. One of the used
Cascaded Multilevel Inverter (CCMLI) causes 185 kW losses
for 24 MVA control power [24]. Relative to the assessed
transmission active power of 2 GW, the losses amount to
about 0.77 %. It is also necessary to consider the
corresponding supply transformer, which in total leads to
losses of up to 1.4 % (related to the active transmission
power) [25]. The effect on the HVAC GWP is based on the
assumption that a STATCOM for a 2 GW system of 400 km
has a similar CO; balance as three transformers of the VSC
technology.

F. Comparison of HVAC and HVDC emissions

The use of a 400 km HVDC VSC system with full bridge
modules (FB) and overhead lines over 40 years results in a
3.5 % reduction in greenhouse gas emissions compared to
further use of an existing three-phase HVAC system as it can
be seen in Fig. 3. The reduction over 40 years corresponds to
0.64 Mt COx¢q under the German electricity mix in 2015 [7].
The life cycle analysis shows that the total emissions of a 400
km + 500kV HVDC VSC with XLPE cables amount to 13.4
Mt COs¢q and are thus 6.7 Mt below the amount of COx¢q
emissions that would result during 40 years of operation of
an existing HVAC line (see Fig. 3). As already mentioned,
half-bridge modules (HB) are mainly used for cable
transmission in HVDC VSC systems. This results in lower
operating losses in the terminal stations and a saving of
almost 4 Mt COzq (see Fig. 3) compared to the full bridge
(FB) HVDC VSC, which is considered for overhead line
systems in this study.

For all assessed systems it was noticed that the largest
amount of COaq is emitted due to operational losses. The
supply and transport of materials is of insignificant impact to
the overall GWP of HVAC or HVDC installations under
given parameters. These findings accord to other current
studies which conclude that the effect category is the
operational phase of power distribution products [26].

After analyzing the total emissions of individual systems,
it is important to determine the beneficial minimum
transmission length of an HVDC system when considering
building a multi-terminal distribution network. This distance,
at which the construction of an HVDC link would be
associated with lower emissions than a HVAC
line, is set as the break-even point. For HVAC systems, one
of the evaluated STATCOMSs per 400 km was included and
their emissions were scaled linearly accordingly.
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Fig. 3: Results of life cycle assessment, comparison of HVAC and HVDC transmissions

This results in a break-even distance of 376 km for the + 500
kV HVDC VSC with overhead line under given parameters.
The emission break-even for a cabled + 500 kV HVDC VSC
system over of a 400 kV three-phase HVAC system when
transmitting 2 GW occurs already at 208 km transmission
distance. For reasons of climate protection, it is therefore
advisable to replace an existing three-phase HVAC overhead
line system with a VSC HVDC using overhead lines or cables
to transmit 2 GW over 40 years. The cable system most
significantly reduces the GWP due to usage of half-bridge
converters. In addition to the grid benefits of HVDC VSC
with cable routing, the replacement would also make a major
contribution to achieving the climate protection targets.

G. Emissions of an fictive HVDC VSC Supergrid

The investigation of a meshed supergrid for regenerative
supply of Europe was carried out using the LCA tool. The
scenario is based on the expansion map published by [28],
which is cost-optimized and uses a mix of expansion of
HVAC and new installation of HVDC technology. Based on
the findings gained during this present study, the extension
and construction of HVAC lines is significantly more harmful
to the climate than comparable HVDC systems (see section
Il F). It is recommended to carry out future projects at
distribution network level with HVDC VSC technology to
meet climate targets. Fig. 4 shows the scenario from [27]
adapted by Professor J. Lutz with additional HVDC
connections marked in light blue. His adaption uses only DC
links, which make AC expansion from [27] obsolete (marked
in red). The resulting multi-terminal grid is seamless and is
not interrupted by HVAC transmissions. Markers have been
added for each link and for the location of half-bridge (H) and
full-bridge (V) terminal stations for calculations with the
LCA tool. This altered scenario was
assessed by the author with the LCA tool based on the
findings of the GWP of HVDC VSC installations.
Additionally, materials, recycling and losses for two HVDC
breakers per HVDC link are included into the calculation.
Connections along coasts were implemented as undersea
cables along the coastlines.

The GWP balance for such HVDC network results in 1110
Mt COzeq over 40 years when considering parameters as
mentioned in section II A. The climate impact of an
equivalent distribution network using only fictive expansion
of HVAC overhead-line transmissions was determined using
the LCA tool for comparison. The GWP balance for such
comparable HVAC network with solely overhead lines
amounts to 1571 Mt COzq including scaled STATCOMs.
This corresponds to an additional output of 461 Mt COxeq
over 40 years, comparable with emissions from 2.5 average
German 1 GW power plants in 2015 (at 534 g CO2/kWhei [7]).
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Fig. 4: European distribution network scenario from [27], adapted from
Prof. Dr. Lutz with additional HVDC connections (light blue)
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IV. CONCLUSIONS

It was found that HVDC VSC installations above certain
transmission distances cause lower emissions of COacq Over
their lifecycle than equivalent HVAC installations. The
advantage becomes particularly clear with cabled HVDC
VSC transmissions, as cabling and the use of half-bridge
converters result in significantly reduced losses. It has been
found that material emissions are currently of little influence.
Emissions caused by operational-losses in terminals and
transmission-lines dominate. For this reason, the advantage
of the HVDC VSC is also independent of whether a new
HVAC connection is built or an existing one is replaced.

In the course of the study, no explanation could be found for
the previously prevailing opinions on cost relationships
between overhead line construction and underground cable
deployment, despite more in-depth investigations into cable
laying. The emissions caused by the installation of XLPE
cables and the installation of the overhead line are estimated
to be in the same magnitude and to have little impact on the
total emissions of transmission systems under a given current
emission factor. Based on these results, it is advisable, within
the framework of further investigations, to assess the extent
to which the laying of HVDC transmission lines underground
causes higher costs than equivalent overhead lines. However,
determined differences between the carbon footprints of
HVDC cable and overhead line systems generally
recommend cabling for reasons of climate protection today.
It was further found that a continental multiterminal network
with HVDC has a lower GWP in comparison to equivalent
network extensions with HVAC technology. A result that
should be taken into account to reach ambitious European
climate targets.
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Abstract: This paper introduces the application of the
dielectric response analysis to automate and optimize a paper
insulation drying process. First the need for drying of paper
insulation is indicated by the problems caused due to water
contamination. Then the drying process in general will be
outlined in this paper. To measure the amount of water within
the paper insulation, the dielectric response analysis and its
properties are presented. Normally, water concentration in
paper insulation can be measured before and after the drying
process. However, in the following case study a dielectric
response analyser is installed to measure the water
concentration continually during the drying process. It sends the
gathered data to the oven control unit for optimizing the drying
process and saving time and energy.

I. INTRODUCTION
As moisture in oil-paper insulated power transformers
causes various detrimental effects, manufacturers and repair
workshops proceed insulation drying with outmost care,
however this process consumes time and energy and often
causes a bottleneck in the production process.

Residual moisture after production and repair is considered
as a contribution to the overall moisture contamination and
due to the autocatalytic effects to the dangerous effects of
water: Decrease of dielectric withstand strength, accelerated
cellulose aging and emission of bubbles at high temperatures
[1], Fig. 1. Therefore, a thorough removal of moisture is
desired in the drying process. For achieving this, the following
means are commonly applied:

- Heating to 120°C,
- Application of successive vacuum phases,
- Fine vacuum for several hours up to days,

- Vapour phase drying for very large power

transformers.

If at all moisture is measured during oven drying, this is
done via observance of the separated water vapor during the
vacuum phases. A direct measurement of remaining moisture
in paper is impossible during the drying process. Most
commonly, the drying process depends on experiences, not on
actual observations. Several reasons evoke interest in
optimizing this process:

- As vacuum ovens are costly, they cause a bottleneck
in the production process of oil-paper insulations,
- Depending on the ambient humidity and the raw

materials condition, the drying time needs to be
adjusted,

M. Koch
University of Applied Sciences Magdeburg-Stendal
Breitscheidstr 2,
Magdeburg, Germany
maik.koch@hs-magdeburg.de

- Shortening the drying time saves energy costs,

- Customers require an initial moisture content of the
insulation of less than 1 %, but preferably 0.5 %.

Leaky seals

Installation, repair

N

V)

Fig. 1. Sources of moisture contamination for oil-paper insulated power
transformers

Water from aging

g il

Residual moisture

Monitoring the drying process increases the insulation
quality and saves costs and is therefore of benefit for the
manufacturer as well as the operator of oil-paper insulated
equipment.

As a solution, this paper utilizes dielectric response
analysis for monitoring the drying process of oil-paper
insulations. Dielectric response methods have been developed
to deduce moisture in paper and pressboard from dielectric
properties like polarization currents and dissipation factor [2].
The dielectric response as capacitance and dissipation factor
is measured across a very wide frequency range, typically
1 kHz to 0.1 mHz. Moisture content is calculated by fitting a
model to the real dielectric response. As an earlier paper
described the creation of a data base [3], this paper shows the
practical implementation in combination with automation and
control of the drying oven.

II. DRYING OF OIL-PAPER INSULATION SYSTEMS

A. Premise

To reduce the water concentration in paper insulation, first
it is required to bring heat Q into the active parts to rise the
water vapor pressure within the paper. Second, the pressure
of the surrounding air needs to be reduced to evaporate the
water out of the paper into the air and get out of the plant while
evacuating. After refuelling the oven with dry air, the
temperature can reach its maximum so the water vapour
pressure reaches its maximum too. After reaching the
maximum temperature, the oven is set to fine vacuum where
the pressure is reduced to 0,01 mbar. During this phase, a big
part of the water evaporates into the air cooling the active parts
of the transformer. Because of the cooling, the water vapor
pressure drops within paper, so a remaining part of water stays
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in the insulation. To continue the drying process, the
transformer needs to heat up again [4].

B. Heating up

The heat transfer for heating of material to be dried is
characterized by the following equation:

. _dQ &)
Q =E=Q‘A'(T2—T1)

With:

a - heat-transfer coefficient

Q - heat to be transferred

A - transfer surface

(T, —Ty) - temperature difference between

temperature of medium and surface Pressure reduction

With rising temperature the water vapor pressure in the
paper insulation is rising as shown in Fig. 2 and by the
different in pressure between the water vapour pressure within
and outside of the paper Ap, the water starts to diffuse in the
surrounding air.

Maisture content
mhar

8%
10’ T 5%
] 25%
/?;;; 1,0%
) 10! 0%
1= f??j/
/ i / €
10
/ P Operation

20 30 40 50 60 70 80 90 100 110 120 130 °C

Temperature

Fig.2. Water vapour pressure within the paper during heating up.

C. Pressure reduction

With water diffusing into surround air, the relative
saturation of the air rises until the water vapour pressure in the
air is to nearly equal to the water vapour pressure in the paper.
To continue the drying process during the heating, the air will
be exchanged by a pressure reduction followed by refilling the
oven with dried air.

D. Fine Vacuum

When the temperature reaches its peak, the heater turns off
and the vacuum pump switched on to reduces the air pressure
down to 0.01 mbar. The different from the water vapor
pressure between paper and air is now high enough to
overcome the binding forces between the water and the
cellulose, therefore the water can leaves the paper via
diffusion. The surrounding air gets wet but is pulled out of the
oven via vacuum pump.

E. Further heating and fine vacuum

During evacuation of the water in the paper, the
transformer is cooling, because of the loss of evaporation heat,
so the water vapour pressure of the remaining water drops
until no more diffusion takes place. Too dry further, a second
or third cycle of heating up and fine vacuum is needed, so the
oven is filled with dry air and the heat is turned on again.

F. Unloading

Usually the drying process is stopped when the estimated
water content is safely low enough. The dried transformer
stayed into the oven until its temperature is low enough due to
the water attraction of a warm and dry paper insulation. After
unloading, the transformer is closed and refilled with oil under
vacuum. Finally the water content of the finished transformer
is measured.

III. MOISTURE ANALYSIS

Moisture content is calculated by fitting a model to the real
dielectric response. Using the so called XY-model [2], a
dielectric response is calculated under consideration of the
insulation geometry, temperature, oil (if present) and moisture
content. A fitting algorithm aligns the dielectric response of
the data base to that of the real transformer and automatically
delivers the water content of the cellulose material as well as

the moisture saturation, Fig. 3.

|1(> Temperature = ﬂ
Insulation geometry
XY-model
(Oil)
=l
: moisture content,
(oil conductivity)

Fig. 3. Calculation of the moisture content as based on comparison of
the insulations dielectric response to a modelled dielectric response

Being part of the data base for the modelled dielectric
response, Fig. 4 depicts exemplarily the dissipation factor over
the very wide frequency range of 10 kHz to 10 uHz for non-
impregnated pressboard of HD quality. The graph for 0 %
water content has been extrapolated from measurements at
0.3 % water content. With increasing water content, the losses
in the material increase as well.
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Fig. 4. Dissipation factor over frequency for non-impregnated
pressboard samples at 0; 1; 2; 3; 4; 5 and 6 % water content at 20°C
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IV. CASE STUDY AT MIEBACH ELEKTROTECHNIK GMBH

Miebach Elektrotechnik GmbH is a company, which
repairs power transformers and large coils. After opening one
power transformer, its paper insulation gets wet by the water
of the surrounding air, so it needs to get dried after
maintenance. For this purpose, Miebach uses an hot-air-
vacuum-oven. Due to the many different sizes and water
contents the time and the number of heating and vacuum
cycles different for each transformer. To avoid a risk of too
much water left in the insulation, the transformer usually was
dried way longer than needed. This increased the amount of
energy and time used to dry. The solution for this problem was
to implement an automation, which controls the oven and
stops the drying process when the water content, given by the
dielectric response analyser, is low enough. In the following,
the automation and the results of the monitoring is presented.

A. Automation

The oven is controlled by a programmable logic controller
(PLC). The plc sets all units for heating and vacuum as shown
in figure 1. It gets the information of temperature and pressure
within the oven and lead them to a PC. The dielectric response
analyser measures the tan 6 of the transformer insulation via
heat and vacuum resisted bushing. It sends the information of
the tan 6 to the pc. With temperature and tan § a program on
the pc can calculate the water content within the paper and
gives the information back to the plc. If the water content is
below a certain amount, the plc will stop the drying process.

moisture
calculation | g
programm

moisture

|
—temperature . —

control temperature
air pressure
tan delta .
oven heater
vacuum
pump
dielectric '
transformer [fthermometer
response geLREIER bUs - . a
\ ; Insulation barometer
analyzer ‘

Fig. 5. concept for automation of the oven

B. PLC- programming

To execute the course of drying given in chapter II the PLC
is programmed as follows. In Fig a simple flowchart is given.
Every phase begins and by appropriate handover conditions
(HC 0 to HC 98). Each phase is assigned a combination of
control states. Next a simplified description of the main phase
is presented:

- Heating up: After initiating the plant is set to heating
up. There for the heater is set to on and all other units
are off and all valves are open.

- HC1: pressure reduction = true
temperature >45°C
- HC41: pressure reduction = false

- Pressure reduction: in this phase the heater stays
switched on but all valves are closed and the vacuum
pump is started to reduce the pressure down to 30

mbar. By reaching 30 mbar, the pump is switched off

and the valves were set open.

> 64 °C

- Vacuum: all valves are closed and the vacuum pump
is switched on.

- HCS5S:

- Fine vacuum: additionally the roots pump is
switched on to reduce the pressure further down to
0,01 mbar.

- HC67: Moisture
number cycles
number cycles

- HCO98: Moisture
number cycles

- HC21: temperature

Pressure <25 mbar

> target moisture
< max number cycles
= number cycles +1

< target moisture
= max number cycles

- Unload: all valves stay closed. The vacuum and
roots pumps were switched off. The transformer
stays in the oven until it cools down enough and the
operator opens the oven to unload.

l Start I

HCO —+

heating Up

HC1 HC 41

pressure
reduction

HC21

vacuum

HC5 —

fine vacuum

Fig. 6. simplified Petri net for drying program

C. Case 25 MVA Transformer

The first transformer drying controlled by the plc and
monitored by the dielectric response analyser, was a 25 MVA
transformer.
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Fig. 7. Dried 25 MVA transformer

The drying took 7 days and consist of one pressure
reduction during heating up and two times fine vacuum.. To
measure the water content within the paper during the drying
process, the dielectric response analyser Dirana from Omicron
was used.

Fig. 8. Dielectric response analyser Dirana from Omicron

One measurement required 30 minutes and was repeated
after 6 hours. All tan delta measurements during transformer
drying are shown in Fig. 9. After the target moisture of 1.5%
was reached, the plc stops the drying process and the
transformer was left in the vacuum for about 3 days losing
another 0.3 % moisture. With the information about
temperature pressure and moisture gained, the process can
now be followed more closely.
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Fig. 9. All tan delta measurements during 25 MVA transformer drying

D. Interpretation

Using all tan delta measurements the course of drying as
shown in Fig. 10 can be generate and could be used to interpret
the drying process.

—s— moisture [%] —s— temperature [*C]

20 40 60 80 100 120 140 160
time [h]

Fig. 10. Course of drying

During the first heat up, the temperature rise until 54°C the
water vapour pressure in the paper rise. The water evacuates
out of the paper into the air until the water vapour pressure and
the air equal after approximately 44 hours. The Water content
drops from 4 % to 3.4 %.

To continue the drying process, the wet air must be
exchanged by a pressure reduction. After 44 hours by a
pressure reduction the water content fell from 3.4 % until
2.6 %. After 68 hours the first fine vacuum was executed.
Because of the water vapour pressure different of
approximately 15 mbar between paper and surround air,
water was pressed out of the paper, so the water content drops
from 2.6 % to 2.0 %.
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Fig. 11. Disrupted PDC- measuring

During the fine vacuum the PDC measuring was disrupted.
The polarisation current drops after 3000 s from 0.25 nA4 to
0.16 nA as shown in Fig. 11. The drop in current can be
explained by cooling of the transformer during evaporate of
the water. The dc conductivity drops also because of the lower
amount of water. This could lead to errors during the Fourier
transformation, when the polarisation current is transformed
from time to frequency domain. After the change of the water
content is saturated, dry air was let into the oven to heat up the
plant again. The second cycle of heating up and fine vacuum
lead to a measured water content of 1.2 %, so the oven could
stay in fine vacuum until the insulation gets cold enough to
unload.
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E. Energy Savings

The operator of the plant indicates that before the new
automation system, it took two weeks and approximately
200 litres of oil to dry one 25 MVA transformer. Now, with
the new monitoring and automaton system, the oven needs
only one week and 100 litres of oil. If one litre mineral oil has
about 11 kWh, the energy-saving is about 110 kWh or 50 %.
Thus, with every drying process, 317 kg of carbon dioxide are
not emitted.

V. SUMMARY

The challenging requirements for the low water content in
oil-paper-insulation can only be achieved by adequate drying.
To estimate the correct amount of time and heat for drying
proved to be a challenge. With dielectric response
measurement it was possible to measure the moisture in paper
insulation during the drying process.

A programmable logic controller was used to control the
oven. It gets information about temperature and pressure and
transfers it to a personal computer. The dielectric dissipation
factor tangent delta of the paper insulation was measured
through a water and heat resisting bushing by the dielectric
response analyser Dirana and provided to the PC. A moisture
calculation program on the PC used temperature and tan delta
to calculate the information about moisture content to a PLC,

which terminated the drying process if the target moisture was
reached.

The dielectric response analyser monitored the drying process.
Primarily the gained information could be used to shorten the
amount of energy and time used to dry paper insulation
adequately. Secondly by collecting all information about
certain transformers and there drying features, the
understanding of the drying process could be improved.
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Abstract— The expansion of renewable energies and the
growing decentralized infeed into the AC grid are causing an
increased utilization of the transmission grid and require the
transport of electrical energy over long distances. The
expansion of the grid is an important issue to further ensure
secure grid operation. The high voltage direct current (HVDC)
solution based on voltage-sourced converter (VSC) technology
is suitable to support the AC network to guarantee system
stability. Equipment outages within the AC grid can cause line
overloads that can be compensated by an overlay HVDC
system. To demonstrate this, test cases for a given grid must be
generated which contain critical outage scenarios. The
developed algorithm is able to automatically generate cases to
demonstrate the supporting function of an HVDC overlay
system. The procedure is based on sensitivity factors, which are
required for the developed variable selection methodology. The
algorithm can thus generate scenarios with the desired
properties, taking resource limits into account.

Keywords—AC-HVDC-systems, Operational security, n-1
security, test cases

L INTRODUCTION

The energy transition pushed by politics and the
innovations demanded by the Renewable Energy Sources
Act (EEG) pose major challenges for the energy sector in
Germany. The resolution [1] resulted in an increasing shift
from fossil fuels such as coal, oil, natural gas and nuclear
energy to environmentally friendly renewable energies such
as wind power and photovoltaics. Due to the uncertainties in
energy production resulting from the nature of weather-
related renewable energy sources and the spatial distance
between energy production and energy consumers, the
existing grid structure must be both expanded and used more
efficiently [2]. In order to ensure the security of supply and
avoid transmission bottlenecks, transmission system
operators rely on redispatch measures. In recent years, an
increasing frequency of such interventions in the active
power operating points has been observed. Network
operators in Germany such as TenneT, for example, reported
costs of over one billion euro for redispatch measures in
2017 [3]. In order to keep the redispatch measures and
network expansion requirements to a minimum, network
expansion in Germany is based on the so-called NOVA
principle (network optimization before expansion [4]).

One of the most promising technologies for grid
expansion is high-voltage direct current transmission
(HVDC) based on the Voltage Source Converter technology
(VSC). DC transmission causes lower losses than equivalent
AC transmission over the same distance and thus offers a

practicable solution especially for large transmission
distances [5], [6]. The technology allows the construction of
multi-terminal HVDC systems or even meshed HVDC grids.
These can contribute to the necessary grid expansion and
enable the connection of large offshore wind farms [7]. Such
an HVDC grid can be operated in parallel to the existing AC
system. Self-guided converters (VSC) can connect the two
grids at different nodes. Such a superimposed DC grid can
not only improve the quality of the current energy
transmission, but also improve the overall system security.
Parallel operation of both networks only makes sense if
network security is also considered in combination. There are
already existing studies for this, e.g. [8], [9].

In the course of this approach to relieve the AC grid, a
benchmark system was developed [9] as a testbed for
algorithms to improve the overall system security such as
SCOPF methods.. The benchmark system composes two
kinds of information: the grid topology and the load and
generation scenario.

The subject of this paper is the development of an
automatic algorithm that can create different cases for a
network with a given topology to prove the aforementioned
improvement of the overall system safety. The generation of
these cases should be automatic and applicable to any
system. The test cases from [9], [10] are used as a basis for
the scenarios to be generated. Congestions are implemented
to create cases that can validate the operational planning
methods of the system as well as possible. A distinction is
made between congestions caused by generator, line or VSC
outages.

The approaches chosen to develop the scenarios are
presented in section II. Building on this, section III deals
with the development of the method used for this purpose.
Subsequently, the numerical results and conclusions are
presented in sections IV and V.

II. BASICS

A. Sensitivity factors

The Power Transfer Distribution Factor (PTDF) shows
how the power flow on a branch / changes when the power is
supplied to a node i and taken from a reference node (II.1)
[11]. The PTDF is determined using a transaction as
described above. The exchange does not take place directly
between two nodes, as from an economic point of view, but
the actual power flow is distributed throughout the entire
network according to the physical topology of the network.
This is expressed by equation (IL.2).
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A part of the power from the infeed point does not flow
directly to the reference point, but also takes the path via
other nodes and thus via the corresponding lines. The PTDF
now expresses how the power flow is distributed in the
network. This is repeated until the PTDFs of all lines are
determined in relation to a transaction. The PTDFs together
describe how a current transaction between two nodes affects
all network branches.

If the calculation is performed for all lines and
transactions, the result is a PTDF matrix that shows the
distribution of the energy fed into the individual lines. It is
important that a start and end node are defined for each line.

Like the PTDF, the Load Outage Distribution Factor
(LODF) is a sensitivity factor and indicates changes of the
power flow on a line £ in the event of an outage of a line /
[11], [12]. As previously mentioned, this means that in the
event of a line outage, the power flow is distributed
according to the new conditions in the network. If power
previously flowed through a line, which is now considered as
an outage, the power flow in the other lines increases
accordingly.

III. AUTOMATED
SCENARIOS

GENERATION OF CONTINGENCY

As described in the introduction, the goal of this paper is
to create an algorithm that automatically generates
contingency scenarios for any power system with defined
topology. The cases enable, through their different
contingency types, the testing of different HVDC operation
methods by incorporating critical contingencies (criCo) into
the system. Regarding the N-1 criterion, critical
contingencies are outages that result in the violation of any
defined security criterion. The following violations are
considered overloads:

e Violation of the AC voltage range from 1.1pu -
0.95pu

o Utilization of a single line over 100%

In order to identify criCos, power flow calculations must be
performed in the course of a contingency analysis

If there are critical contingencies in a network, it should
be checked whether these can be solved with curative
measures. A distinction is made between curative HVDC
OPF and curative generator OPF. This distinction is made
between the two curative measures, since generator OPF
(redispatch measures) cause economic costs, whereas HVDC
OPF (adjustments of the VSC operating points) cause no
costs except the investment costs. An OPF algorithm is used
for these calculations. As basis for the new test cases, the
initial scenarios described in [9], [10] are used.

A. Definition of Critical Contingencies Types

To ensure that the generated cases cover as many
different types of critical contingencies as possible, critical
contingencies are defined in advance, as shown in Tab. 1.

A classification is made between different cases of
outages and effects. The outages are divided into generator
outages (gen out), line outages (line out/intcon out) and
VSC outages (VSC out), whereas the effects generated by
the outages include voltage band violations (volt vio) and
line overloads (line vio/intcon vio). Furthermore, the lines
of the system are divided into lines and interconnectors
(intcon) connecting two control zones.

The table serves as a defined framework in which the
functionality of the algorithm can be checked. The algorithm
to be designed is universally applicable to every system.
Therefore, several control zones (CZ) were assumed in the
table. Voltage range violations (volt_vio) are considered and
generated in the work, but are not checked for their
feasibility, since reactive power optimization lies outside the
scope of the paper.

Tab. 1: List of critical contingencies being implemented

Outage Effect

Location Type Location Type
CZa gen_out CZb/CZc | line vio
CZa gen_out CZa line_vio
CZa gen_out CZa volt_vio
CZa gen_out CZa—-CZb | intcon_vio
CZa gen_out CZa—-CZc | intcon_vio
CZa line out CZb/CZc | line vio
CZa line_out CZa line vio
CZa line out CZa—CZb | intcon_vio
CZa line_out CZa—CZc | intcon_vio
CZa-CZb | intcon out | CZa—CZc | intcon_vio
CZa-CZc | intcon_out | CZa—CZb | intcon_vio
CZa line_out CZa volt vio
CZa VSC out CZb/CZc | line vio
CZa VSC_out CZa line_vio
CZa VSC out CZa volt vio
CZa VSC_out CZa—CZb | intcon_vio
CZa VSC_out CZa—CZc | intcon_vio

B. Selecting the control parameters

To design cases with the defined properties from the
previous section, a control parameter must be selected. On
the one hand, the active power components of the loads
would be a conceivable degree of freedom, on the other
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hand, the active power operating points of the VSC
converters and the generators would also be possible as
degree of freedom. The control parameter P, Was selected,
since the loads in the system are assumed to be constant.
Another reason for selecting the active power of generators
as the degree of freedom of the algorithm is that the
adjustment of the active power reflects redispatch measures.
The approach of sensitivity factors could also be further
pursued, since the degree of freedom P, is directly related
to the transactional consideration of PTDF and LODF. As
described at the beginning of this paper, the expansion of
renewable energies leads to a decentralized infeed in the AC-
system. As a result, the generator nodes are distributed more
evenly in the topology of the grid and can thus influence
large parts of the electrical grid with their active power
operating points. Pg, thus forms the general control
parameter which must be distinguished from the control
variable, which is the generator whose effective power
operating point is going to be adapted.

C. Algorithm design

In order for the algorithm to edit the cases automatically
and independently, it must find the control variables with
whose changes it can generate the desired congestion. The
algorithm should be able to independently find generation
operating points that lead to critical contingencies during a
contingency analysis. The selection of these control variables
represents the greatest challenge of this approach. To find the
correct control variables, the dependencies of the
components are examined. This is done by means of
sensitivity factors.

With regard to this approach, the algorithm described
later on using the flow chart in Fig. 1 is developed. The
program is divided into five modules. The five modules
contain the following points and are described in more detail
in the next sections.

- Initialization: Import of system data and grid properties

- Contingency analysis: determination of outages that
result in a violation of security constraints (critical
contingencies)

- Selection of control variables: Selection of the control
variables on the basis of the load factor, load change and
sensitivity factors of the corresponding network element.

- Adaptation of control variables: Adjustment of the
selected control variables by an iterative process

- Solvability check: Checking the solvability of critical
contingencies by a CSCOPF

x=x+l

Initialization (

L

X = scenario

! x

Scenario data from the Excel table is
initialized

+ network data

Contingency-analysis Contingency-analysis

S

+ critical contingencies

Error list 1 with desired errors is created
with n entries

+ Error list 1

Selection of control

parameters Sensitivity matrices are initialized

TN N )
S

+ PTDF, LODF

k= k+1 o
Errork from error list is selected
! k

Control parameters for error k are selected

S

* Control parameters

Adjustment of control

TR Adjustment of control parameters

—/

+ Control parameters

Feasibility test Feasibility is checked

SN

Error list

k==n

Fig. 1: Structogram of the developed algorithm

The algorithm starts by initializing the network data.
Consecutive a contingency analysis is then performed to
determine the existing critical contingencies (criCois). The
results of the power flow calculations are checked for
violations of the defined limits, such as voltage range and
line loading. If a limit violation occurs, the contingency is
marked as critical. The advantage of the reduced
consideration of only critical contingencies instead of all
possible occurring contingencies is that the computing power
can be drastically reduced in the following modules.

The critical contingencies are passed on to the next
module, which categorizes the critical contingencies and
classifies them. In this way it can be determined which
critical contingencies are already contained in the initial
scenario and no longer need to be generated. The module
uses the critical contingencies that have already occurred to
create a list that contains information about which critical
contingencies still need to be generated (error list 1).

After the list of critical contingencies still to be generated
(criCogon) has been created, the PTDF and LODF sensitivity
matrices are initialized. They contain the PTDF and LODF
of all lines for all transaction options. Once the sensitivity
matrices have been created, the first case is selected from
error list 1 and the function for determining the control
variable being adjusted is started.

To select a control variable, information on the location,
type and trigger of the violation is first retrieved from the list
of criCoson. A distinction is made between whether the cause
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of the violation is a line, generator or VSC outage.
Furthermore, a distinction is made between the two types of
violations to be generated: voltage range violation and line
overload. In the further course of the control variable
selection, the lines or network elements interesting for the
contingency generation are examined for three selected
criteria:

1. largest change of the value being considered, voltage
or power, in comparison to the base case scenario.

2. minimum difference between the value taken into
account and the limit to be exceeded.

3.  maximum absolute value of the sensitivity factors.

The first characteristic can be used to determine which
network element will be reacting the most to changes. The
second characteristic serves to find the grid element which is
closest to its limits. In the third and last selection criterion,
the network element which can be influenced by changes the
most is found.

The three attributes are determined for each network
element being investigated and stored in a three-dimensional
matrix. In order to select the network element that is to be
overloaded, the stored matrix is sorted according to the three
properties and thus three different sequences are defined. The
scores of the network elements in the generated sequences
are summed up. This results in a numerical evaluation of the
network elements, in which the network element with the
lowest evaluation value is selected, since it comes closest to
fulfilling the three criteria. The criteria are all weighted with
the same priority.

Once the network element of interest has been selected ,
the sensitivity factors define the control parameters that has
the biggest impact on the respective equipment. The control
parameters are stored in priority order in a control parameter
matrix.

Once the control variables have been selected, they are
transferred to the next function in order to adapt them. A
start value for the change being made is calculated. Starting
with the calculated start value, the selected control variable is
changed. The network data with the changed control variable
are examined with a contingency analysis. The resulting
critical contingencies are compared with the critical
contingency to be implemented. If the desired critical
contingency has not yet been reached, but the control
variable is still within its operating limits, the initial value
calculated before is increased iteratively until the desired
critical contingency occurs. If the critical contingency occurs
without any limit violation, the new values of the grid data
are stored in a table.

An list with the existing contingencies is generated from
the new grid data. The new contingency list (error list 2) is
compared with the old contingency list (error list 1). The
algorithm checks whether no previously existing
contingencies have been lost due to the creation of the newly
introduced critical contingencies. If all entries in error list 2
are correct, it is checked whether the built-in contingencies
can be solved. For this, a CSCOPF with different
optimization variants is carried out. The CSCOPF algorithm
introduced in [13] is used for these optimizations. With

regard to the developments, a distinction is made between
two optimization variants. In the first variant, the effective
generator power P, is chosen as degree of freedom, because
it represents the currently common redispatch measures. In
the second optimization, the CSCOPF is performed with the
active power of the VSCs (Pysc) and the DC-sided voltage
(Upc) as optimization parameters in order to show the
solvability of the critical contingency cases with the future
method of adjusting the VSC operation points. This has the
advantage that, in contrast to redispatch measures, it is cost
neutral.

The CSCOPF algorithm only makes a statement as to
whether a critical contingency can be solved or not. Since the
CSCOPF does not perform reactive power optimization,
critical contingencies with a voltage band violation are not
investigated.

The now modified Excel table functions as a further
starting point for the implementation of the next critical
contingency from error list 1 and the algorithm starts over at
the selection of the control variable.

IV. NUMERICAL CASE STUDY

This section reviews the derived methodology. The
algorithm developed is checked for functionality by means
of a numerical simulation with the reference network
presented before. The functionality of the developed
algorithm is determined by the implemented critical
contingencies, which were predefined before (Tab. 1).

The 67-node network presented in [9] serves as the AC-DC
hybrid network at which the investigations take place. It
consists of an AC network, which is superimposed by an
HVDC network and connected to it at eight nodes via VSCs.
The AC network consists of 67 nodes connected by 102
lines. Furthermore, the AC network is divided into three
control zones (CZ), which are connected to each other via
AC interconnectors. The maximum load of the system
amounts to 11817 MW, which is divided between the
control zones. The superimposed HVDC network consists of
nine nodes and has two designs. The first design, the
network is meshed, in the second the network is set up with
point-to-point  connections and one multi-terminal
connection. The connection points between the AC and DC
grids are the eight onshore VSCs, three in each CZ and one
VSC for connecting the offshore wind farm. There is no (n-
1) security in the reference grid. This applies to both
superimposed grids, AC and DC. The critical outages that
lead to overloads of network elements include the failures of
AC and DC lines as well as converters and generators. For
AC and DC lines, a load of more than 100 % is considered
critical. The prerequisites for the generated scenarios are
that all bottlenecks present in the grid can be eliminated by
corrective measures. This means that there must be no
structural bottlenecks.

The table Tab. 1 forms the basis for the evaluation of the
results of the algorithm. The aim is to implement each
critical contingency from Tab. 1 automatically using the
methodology described and then to check its solvability
using a CSCOPF with various optimization parameters
(PGen, Upc, Pysc). The following table (Tab. 2) exemplary
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shows the results of the implementation through the
algorithm, on the basis of line outages.

The individual outages are listed vertically. The lines are
described by start and end nodes, as defined in [9]. The
effects are listed horizontally. The classification takes place
equivalent to the first column. The coloured cells make a
statement about the solvability of the critical contingency.
Again a distinction is made between the two optimization
variants with the different optimization parameters. The first
optimization variant is executed with Pgex as the
optimization parameter, whereas the second optimization
variant is executed with the optimization parameters Pysc
and Upc. If the critical contingency could be successfully
solved by the CSCOPF, it is marked with a color. Green
stands for solvability through optimization with Pge,. If the
cell is colored blue, the contingency can be solved by
adjusting the VSC operating points (Pysc and Upc) and if
the cell is yellow, the failure can be solved both ways.

The result table (Tab. 2) shows the critical contingencies
that arise when a line outage in a control area triggers a line
overload in the same control area. Tab. 4.1 shows that the
critical contingencies could be implemented with the desired
properties. As described in the legend, the solvability of the
critical contingency is represented by the coloring. It is
noticeable that there is not only one critical contingency
with the desired properties, but that there can occur also
several others. This is due to the fact that by adjusting the
control variable to violate a security, the corresponding
network element must be brought close to its overload limit
in order to be susceptible to outages. Since the network
element is then susceptible to outages, this can cause it to
overload not only at the individual desired outage, but also
at other outages.

Tab. 2: Solvability of line outages with line overloads in the same CZ

Outage _—— 4-19 10-22

26-40

39-43 41-42 43-44 56-58

4-14
10-22
19-23
32-40
40-41
43-44
62-66

VSC

This effect can be seen, for example, in the case of AC line
10-22, which overloads in several outage-cases.
Furthermore, it can be seen in one case that no statement
(n.a.) can be made for its solvability. This is due to the fact
that in the event of this outage, a voltage band violation also
occurs in addition to the line overload. As the CSCOPF does
not have reactive power optimization, the solvability of
these cases is not considered in this paper.

The developed algorithm was able to implement the critical
contingencies caused by line outages with the previously
defined attributes in Tab. 1. Thus, the functionality of the
control variable selection and the control variable adaptation
could be confirmed. The algorithm was able to select the
correct control variables using the selection criteria and it
was able to adapt them successfully. All critical
contingencies, which did not contain voltage band
violations, could be solved. This was to be expected, since
the control variable adaptation works with the operating
points of the generators and thus normally does not generate
any structural, unsolvable critical contingencies.

V. CONCLUSION

Due to the increasing decentralized infeed and the change
from fossil to renewable energies, there will be a greater
utilization of the electrical energy network. In addition to

VvsC Gen

grid expansion, the focus is on more efficient usage of the
grid. One promising concept is the use of AC-HVDC hybrid
networks. It can also be used to relieve the increasing
redispatch measures. A combined consideration of HVDC
and AC system also requires an extended consideration of
the (n-1) criterion. Suitable test scenarios are required in
order to test the operational management methods of such
electrical networks. The goal of this paper is the
development of an algorithm, which is able to independently
create cases for a given grid-topology. Therefore several
approaches were considered, which allow a targeted creation
of such scenarios. The methodology developed in the work
is based on the approach of sensitivity factors and serves to
select suitable control variables for the scenario generation.
Once a suitable selection has been made, the scenario is
adapted and tested for its solvability using curative
measures. Exceptions to this are voltage band violations, as
these require reactive power optimization. Due to the
complexity of the topic, this was not done within the scope
of this work. The special feature of the algorithm is that it is
generally applicable for every system. With the generated
cases, operational management methods of AC-HVDC
hybrid networks can be tested, for example to reduce
redispatch costs or avoid bottlenecks. To demonstrate the
advantages of the AC-HVDC network, critical
contingencies have been implemented by the algorithm. The
grid, on which the developed algorithm was tested, is
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considered with two different designs of the superimposed
HVDC grid. In the first variant, the AC reference network is
superimposed with a meshed HVDC network. The second
variant considers the superposition of the AC reference
network with three point-to-point and one multi-terminal
HVDC connections. The numerical results proved the
functionality of the algorithm and gave a summarizing
overview of the generated scenarios.

Further consideration of combined AC-HVDC networks and
HVDC operational management methods is a promising
area of development. With regard to the algorithm described
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Abstract— The ongoing efforts to increase and integrate the
share of renewable energies across Europe pose a challenge to
both the grid and the trading system. In Germany, the
“Intraday Continuous Market” is used to adjust short-term
deviations between electricity demand and consumption in
order to avoid the more expensive use of “Balancing Power”.
This study analyses the price behavior for the 15-minutes
contracts in the “Intraday Continuous Market” in terms of
their cyclical behaviors (hourly, daily, seasonally) and the
appearance of extreme prices. Besides, the influence of
exogenous parameters (solar-, onshore wind infeed and load) is
analyzed. In this study, the dataset of prices of 15-Minutes
contracts from the “Intraday Continuous Market” of the
EPEX SPOT over the period from 1 January 2015 to 31
August 2018 is used for analyzing the common bidding zone of
Germany, Austria and Luxembourg. The naturally occurring
solar ramps during peak hours as well as the contract duration
in the various markets explain the typical “Zig Zag Pattern” of
the “Intraday Continuous Price” for 15 minutes contracts. In
general, the price level is dependent on the daily load profile
and thus also on the seasons. Regarding the number of
occurrences of extreme prices, it can be stated that both the
load profile and the infeed from onshore wind energy have
significant influence.

Keywords—intraday continuous market, EPEX SPOT
Market, onshore wind, outliers

I. INTRODUCTION

In the early 1990s, the process of liberalization of the
power sector in Europe began. The monopolistic and state-
controlled system was reshaped to increase flexibility and
efficiency. The main objective of the liberalization process
was to increase competition among market participants in the
generation and distribution of electricity. The idea of
deregulating markets has been applied in many sectors in
recent years. However, some basic characteristics distinguish
them from the energy sector.

Most importantly, the produced electricity cannot be
stored economically, and production and consumption must
always be balanced [1]. With the introduction of the
“Erneuerbare Energien Gesetz” (EEG) in Germany, two very
effective incentives for the promotion of energy from
renewable energy sources (RES) were created. On the one
hand, the EEG guarantees a fixed feed-in tariff and the right
to feed their electrical powers primarily into the grid, and on
the other hand, unlike conventional power plants, production
depends on the weather conditions [2]. Therefore, it makes
sense to divide the power production into “Variable

Renewable Energy Sources” (VRE) and “Controllable
Electricity Production” (CEP) [3].

With a higher share of VRE, it is becoming increasingly
important to improve the accuracy of forecasts of VRE in
order to predict the amount of power which must be
generated by CEP to meet the demand. As the trading system
was introduced the share of VRE in total electricity
generation was small compared to the CEP. Therefore, it was
enough to predict demand and adjust production. To fit the
requirements of an increasing share of infeed from VRE,
both the duration between placing a bid and the physical
delivery and the duration of the traded products have been
shortened in order to be able to react on deviations in the
short term. Therefore, market participants can take advantage
of precise short-term forecasts of the infeed from VRE and
the expected load to either trade with a lower risk of forecast
errors or correct trading errors made at an earlier point in
time (e.g., at the “Day Ahead Market”) [4].

In this study, an analysis of the price behavior of the
“Intraday Continuous Prices” is carried out. The data are
identified first and then analyzed with a closer look at the
cyclical behavior (daily, weekly and yearly), distribution of
outliers and time-varying volatility changes. After that, the
impact of exogenous factors (infeed from onshore wind,
solar and the load) on the price and especially on the
occurrence of extreme prices is explained

II. ANALYSE OF DATA

The growing infeed from VRE increased the need to
make the trading system more flexible. For this reason, the
“15-Minutes Intraday Call Auction” was introduced at the
EPEX Spot in 2011. There are 96 15-minute Intraday Call
Auctions each day. This process is like the “Day Ahead
Auction” and allows to finer balance between supply and
demand, especially to adapt the demand to the supply during
peak hours with the occurring solar ramps. After the closing
of the “Intraday 15-Minutes Auction Market” further
deviations can be adjusted at the “Intraday Continuous
Market.” The wunderlying principle of the “Intraday
Continuous Market” differs from the pricing at the “Day
Ahead Market”. Traders at the “Intraday Continuous
Market” can put their offer, including whether they want to
buy or sell a certain amount of energy for a certain price at
any time. As soon as a buy offer matches a sell offer the
trading is concluded. The supplier would be paid exactly the
price he bid for the quantity transacted. In most cases, this
price corresponds more closely to his marginal costs. In
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contrast at the “Day Ahead Market” supplier would have
been paid “Day Ahead Price” regardless of his actual bid as
long as it was at or below [4].

In this paper, the used data consist of quarter-hourly
prices of the 15-minutes contracts of the “Intraday
Continuous Market” at the EPEX SPOT Market for the
bidding zone, which includes Germany, Austria, and
Luxembourg. The values, which are listed as “Weighted
Average Prices,” are determined for each 15-minute delivery
period. Cross border trades are considered in this calculation.
The data consist of a total of 128544 samples of the period
between January 1, 2015, and August 31, 2018, and
corresponds with 1339 days with 96-time steps for each day.

Fig. 1 shows the prices over the whole time span. The
orange line visualizes the monthly average of the “Intraday

Moreover, data of the infeed from onshore wind, solar
and the load profile is used. This data is provided by the
“ENTO-E Transparency Platform” and is also available for
the given period and as quarter-hourly data. For all data, the
daylight savings and the leap year in 2016 must be taken into
consideration. Therefore, all data are converted to
“Coordinated Universal Time (UTC).”

III. ANALYSIS OF THE PRICE BEHAVIOR

The price of the “Intraday 15-Minutes Continuous”
contracts follow a “Zig-Zag Pattern” [2]. This pattern
appears in the used data and is shown in Fig. 2. Thereby the
pattern depends on the season and the peak- or off-peak
hours of each day. Three full cycles of the seasons are used,
starting with spring in 2015 and ending with winter in 2018.

Continuous Price.” It differed from a minimum average of
21.7253 in February 2016 to a maximum of 54.8537 in -
January 2017. For the given timespan there is neither a clear

—— Spring
—— Winter

trend observable nor a clear seasonal behavior regarding the
monthly average. For further analysis, the characteristics of
the Intraday Continuous and monthly average prices are
shown in the following Table I. The standard deviation of
18.9172 shows that a large share of prices is relatively close
to the mean. Moreover, the high value for the “Kurtosis” is
an indicator of extreme price occurrences in both directions.
The skewness for Intraday Continuous prices is calculated as
0.2088811. The value is low and slightly positive, which
means that prices above average are more likely than prices
below average.
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Fig. 1. Prices for the period from 1 January 2015 to 31 August 2018 of the
15-minutes contracts at the EPEX “Intraday Continuous Market” (blue) and
their monthly average price (orange)

TABLE L CHARACTERISTICS OF THE DATA

Intraday Continuous Monthly Average
Mean 33.1096 € MWh 33.1118 €/ MWh
Std. Deviation 18.9172 7.3993
Min. Value -241.83 €/ MWh 21,73 € MWh
Max. Value 352.22 €/ MWh 54.8537 €/ MWh
Skewness 0.2088 1.1650
Kurtosis 12.9454 1.4952
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Fig. 2. Quarter hourly average of the “Intraday Continuous Price” of all
seasons for peak hours

During the peak hours, the pattern shows a high at every
first quarter of a full hour during the time from 8 am to 12
am as shown in Fig. 2. After the peak, the values decrease
over three consecutive steps. Between 12 am and 2 pm the
price behavior is varying depending on the season. For
winter and fall, the behavior is the same as the peak in the
first quarter; for summer and spring, the behavior changes
during this time of the day. After 2 pm the prices are
increasing over each full hour and have their peak during the
third quarter. Until 6 pm this behavior stays the same for all
seasons, besides the average price level. The prices for spring
and summer are below the average, in contrast to winter and
fall. This is explained firstly by the higher demand during
winter and fall and secondly by the lack of infeed from solar
energy, which has a lowering effect on the price. The
dependency of the price on the solar infeed during the peak
hours is also explained in [2] and is furthermore shown in
Fig. 3.
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Fig. 3. Comparison of the average “Intraday Continuous Price” and
average load profile during peak hours for summer and winter

The solar energy suppliers sell their produced energy in
the “Day Ahead Market” for the full hour of the following
day, which equals the average of the four quarters. As the
sun goes up, buying pressure prevails in the first quarter of
every hour because the hourly average cannot be reached.
While the ongoing hour, the buying pressure is weakened
because more and more solar power can be produced,
therefore the price decreases until a new full hour starts as
shown in Fig. 3 [2]. In contrast, in the second half of the day,
the behavior shows the opposite pattern. As the sun goes
down, the selling pressure appears during the first quarter of
the hour and changes to buying pressure in the fourth quarter.
As a result, the “Zig-Zag Pattern” appears. Between 1 pm
and 2 pm, a contrary price behavior occurs. For summer the
price increases (red) and for winter the price decreases
(green) during this time. After that, the price follows the
same pattern for both seasons.

It is likely that the difference between the highest and
lowest price within each hour of the day is greater at times
where the solar infeed is higher and consequently higher in
summer than in winter. The fact that the difference of the
average prices during the first and the second quarter (8 am
to 12 am) and the third and fourth quarter (2 pm to 6 pm) of
each hour is greater during summer than winter, as seen in
Fig. 2 and also in Fig. 3 strengthens this statement, because
of the higher the difference the greater the buy/sell pressure.

It can be seen from Fig. 2 and Fig. 3 that even if the
forecasts of load and generation on which the pricing at the
“Day Ahead Market” is based, are completely accurate, the
price will nevertheless follow the “Zig-Zag Pattern,” because
it is depended on the natural ramping effect of the solar
production. Moreover, it is likely that the volatility during
each hour of the day is dependent on the difference between
the “Day Ahead Market” contract and the 15-minutes
contracts which are used to finer adjust the power balance.

It becomes evident that there is a relationship between
the load and the “Intraday Continuous Price®. The price level
follows the load curve, especially during peak hours. When
the loads are high, prices reach their highest levels around 7
am and around 6 pm as depicted in Fig. 4.
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This dependency can be specified by comparing different
days of the week in accordance with their load profile. For
this reason, the average of the business days (from Monday
to Friday) are compared to the average of Saturday and
Sunday. In Fig. 5 the “Intraday Continuous Prices” for
business days (blue), as well as for Saturdays (red) and
Sundays (green) are drawn against their corresponding load
profile. The basic “Zig-Zag Pattern” is clearly observable in
Fig. 5, just varying between the average price levels for each
day. The price level on Sunday is below average and below
any other day of the week. It can be explained by the fact
that the demand for electricity on Sundays is lower than on
any other day of the week.
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Fig. 5. Quarter hourly average of the “Intraday Continuous Price” and the
“Actual Total Load” for business days (blue), Saturdays (red) and Sundays
(green)

The relationship between the load level and the price
level for each category (business days, Saturdays, Sundays)
seems to be the strongest during the early peak hours, where
the differences between the load profiles are the highest. In
the late hours of the day, as the load profiles are approaching
each other the same occurs for the “Intraday Continuous
Prices”. Moreover, it can observe that a low load level has a
more significant influence on the volatility of the prices. The
differences within an hour between the highest and lowest
price are highest on Sunday, especially in the second half of
peak hours.
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IV. OUTLIERS

Extreme prices occur at times when the difference
between demand and supply is highest. In general, it can be
stated that extremely high prices occur at times when the
supply cannot fulfill the demand. Moreover, low or negative
prices occur at times when the supply exceeds the demand
[4]. The prices at the “Day Ahead Market” and the “15-
Minutes Intraday Auction” are set for the following day, and
they are based on the given forecast information at this time.
The “Merit Order can explain the extreme price occurrence
in the "Day Ahead Market". With a very inelastic demand in
combination with a very steep supply curve, the price could
reach very fast high wvalues [5]. That means if it is
foreseeable that the supply will not fit the demand on the
following day, the price will increase. However, there is still
enough time to adjust either demand or supply in the
“Intraday Market”. When the "Intraday 15-minute Auction
Market” opens, more information about the current situation
is available and the duration of the contracts is shorter,
allowing supply to be more closely matched to demand.

Because the prices at the “Day Ahead Market” and the
“Intraday 15-minutes Auction Market” are set for the next
day, only the forecasts of demand and supply are available at
this moment. Therefore, using real data in order to explain
the price behavior in these two markets is not effective [2].
The real conditions are not available at the time when the
pricing takes place. After that, only the “Intraday Continuous
Market” can correct deviations. In the “Intraday Continuous
Market,” the duration between setting the bid and executing
the trade is shorter. Therefore, nearly the real conditions of
supply and demand are available and can be considered to set
the price. That means that extreme prices are more likely to
occur in the “Intraday Continuous Market,” which is
confirmed in Table II because the market participants have to
react in short to avoid the use of the costlier “Balance
Market.”

There is no established definition for extreme values [6].
Further on all appearances of negative prices and all prices
above the doubled mean of the time series are counted as
extreme values.

TABLE I EXTREME PRICES
Negative Prices | Positive Outliers
Intraday Continuous 4019 4003
Intraday 15-min. Auction 3153 3425
Day Ahead 496 625

It can be stated that the higher the extent of correction
between the “Intraday 15-Minutes Auction” and the
“Intraday Continuous Market”, the higher the impact on the
price. This can lead to both, higher price volatility and higher
extreme values. Forecast errors from VRE, unforeseeable
issues like the short-term failure of any power plant or
trading behavior of some market participants can be the
reason why the correction is necessary. A higher share of
VRE in the power mix should increase the number of
extreme price occurrences, due to possible forecast errors
[2]. High level of wind production (onshore, due to a higher
installed power in contrast to offshore), in combination with

low load, is seen as the driving factor behind negative prices
[7,8,9].

A. Outliers overall

The following Fig. 6 shows the number of occurrences of
extreme prices for every month over the given period from
January Ist, 2015 to August 31, 2018. Moreover, the
monthly average of the onshore wind generation and the
average load for every month are given.
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Fig. 6. The occurrence of negative prices (blue bar), positive outliers
(orange), the monthly average of load (green) and onshore wind generation
(red)

The two months in which negative prices occur most
frequently are December 2015 and December 2017 with 265
and 320 occurrences. The third highest number of negative
prices is 264 for January 2018. Consequently, it can be stated
that negative prices seem to occur more frequently in the
winter months, where the share of onshore wind is higher
compared to other seasons. Due to the lower share of solar
energy in the generation of VRE during winter, the infeed
from VRE mainly consists of less predictable onshore wind
energy, which leads to increased occurrence of extreme
prices. The lower electricity demand in December 2015 and
2017 (due to the Christmas holidays) compared to other
winter month with a simultaneous high infeed from onshore
wind explains the high occurrence of negative prices. For the
rest of the year especially during summer, an increasing
infeed from onshore wind often leads to a higher occurrence
of negative prices and a decreasing infeed to a smaller
number of negative prices. In general, during summer the
occurrences of both the negative prices and the positive
outliers, are very low. It could be explained by the fact that
the more predictable infeed from solar has a higher share
than the infeed from the wind.

The numbers of positive outliers seem to be more
unpredictable since the most and second most frequent
occurrences are in January 2017 with 595 and August 2018
with 625 occurrences. Both are more than twice as high as in
the third highest month of December 2017 (266). The events
cannot be assigned to a specific season, but the most positive
outliers are seen in the winter months of 2017 and 2018.
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B. Outliers by hours of the day

As a next step, the occurrences of extreme prices are
analyzed for every hour a day. The data is further rearranged
for that purpose. Fig. 7 shows the average occurrence of
negatives prices (blue) as well as the positive outliers
(orange) for each hour of the day for the whole period.
Moreover, the average load over one day is plotted into the
graph.

* M Negative Prices
M Positive Outliers

el L
300M

300

250 \

280M

I~
=}
o

MW

260M

Number of occurences
&
<}

.
=}
=)

240M

50
/ 220M
[~ II
oninll L

Fig. 7. The occurrence of negative prices (blue), positive outliers (orange),
and the daily average of load (green)

It becomes apparent that there is a positive correlation
between positive outliers and high demand. During peak
hours, with increasing/decreasing load, the occurrence of
positive outliers also increases/decreases. The peaks of both
are between 7 am — 10 am and 4 pm — 7 pm. When the load
during peak hours reaches a low level, there is also the
lowest number of positive outliers. In general, positive
outliers are much more likely to occur during peak hours.

Negative prices show the opposite behavior during peak
hours. With decreasing load, the number of negative prices
increases until the load reaches a low level. During the off-
peak hour, negative prices occur more regular. It could be
explained by the fact that the demand for electricity is much
lower. Low demand in combination with a high infeed from
VRE could explain this behavior. For that reason, the
onshore wind infeed is plotted into the graph and is shown in
Fig 8.
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Fig. 8. The occurrence of negative prices (blue), positive outliers (orange),
and the hourly average of onshore wind generation (green)

While the onshore wind generation increases between 8
am and 1 pm, the occurrence of negative prices increases to a
similar extent as seen from Fig. 8. The same is observable for
the late hours of the day (6 pm to 11 pm). Between 6 am and
12 am both the number of negative prices and the onshore
wind generation increases. For the peak hours, the number of
negative outliers reaches a peak at the same time as most
solar infeed is expected. This high amount of solar energy in
addition to the high infeed from onshore wind could lead to
an oversupply and therefore to increasing prices. In general,
it can be said that negative prices occur more frequently in
times of high onshore wind infeed.

V. CONCLUSION

This paper presented an analysis of prices at the EPEX
SPOT “Intraday Continuous Market” of 15-minutes
contracts. Firstly, the data set is described and introduced and
then analyzed due to its seasonal behavior during peak hours.
The reason for the characteristic “Zig-Zag Pattern® is
explained, as well as the impact of the infeed from solar
energy. The naturally occurring solar ramps during peak
hours have a significant impact on the price. In the time
when the sun rises, high prices occur in the first quarter of
every hour. After the sun has reached the highest point, the
lowest prices for every hour can be observed in the first
quarter. It can be stated that the different contract lengths of
the products at the “Day Ahead Market” and the “Intraday
Markets” are the reason for this pattern. The prices set in the
“Day Ahead Market” for one hour does not fit the real
production conditions. When the sun goes up/down the
produced energy in the first quarter of each hour is
lower/higher than the expected average of the Day Ahead
contracts because of the angle between the PV system and
solar radiation. It leads to a price peak/low in the first 15-
minutes of every hour.

Next, the dependence of the price level on the load
profile by the example of days of the week is analyzed. On
Sundays where the demand is lower compared to every other
day of the week, the average prices are the lowest and
besides the difference between the prices within each hour is
the greatest. A close correlation can be observed between the
prices of the 15-minutes contracts at the “Intraday
Continuous Market” and the load profile.

Concerning the outliers, it can be stated that both the
negative prices and the extremely high prices occur most
frequently in the ‘"Intraday Continuous Market" in
comparison to the "Day Ahead Market" and the "Intraday 15
minutes Auction Market". It can be found that the infeed
from VRE especially from onshore wind, have a significant
impact on the number of occurrences of outliers in the
"Intraday Continuous Market". Negative prices happen more
likely at times of low load and high onshore wind feed-in. In
contrast at times with a high load and low infeed from
onshore wind, high prices occur more often. Therefore, most
of the negative prices appear during winter.
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Abstract—This paper presents a methodology for the
incorporation of Dynamic Line Rating (DLR) in the grid
planning process. Based on the CIGRE methodology for
transmission line ampacity calculation, a tool is developed in
MATLAB for the assessment of the DLR potential based on
historical meteorological data. Based on these ampacity
estimates and detailed N-1 load flow calculations, the key
drivers behind line loadings were analyzed. Our results show
that the ampacity potential should be analyzed together with
the power flow profiles in order to assess for which lines higher
ampacity potential temporally coincides with increased line
loadings. Further, the investigation of the change of ampacity
potential along studied lines shows the existence of “hotspot
segments”, with minimum ampacity. These segments are the
natural candidates for the implementation of DLR monitoring
devices and further local analysis. Finally, regional ampacity
potential maps for whole Germany are presented, which can be
used as indication for the target areas for grid expansion and
for the transmission line route planning.

Keywords—dynamic line rating, renewable
transmission grid planning, congestion management.
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I. INTRODUCTION

In order to make the power system more sustainable, safe
and eco-friendly, countries are shifting from fossil fuels and
nuclear power towards variable renewable energy sources
(VRES) such as solar and wind. Renewable generators are
built in areas with high wind and solar resources, which are
often far from large demand centers. The northern areas of
Germany have a high wind power potential, while load
centers are located in the south. As shown in [1], average
wind speeds are 40% higher in the North than in the South; it
is therefore more economical to build wind power plants in
the North and transport the power to the load centers. As a
result, 70% of the wind generation potential is concentrated
in the north of the country. However, the expansion of the
transmission grid did not follow at the same pace, and
together with offshore wind infeed as a result, congestions
appear at the transmission system level in the north-south
directions. Due to these congestions, there has been
increased need for redispatching, incurring additional costs
[2]. Since the construction of new lines is a lengthy process,
transmission line monitoring with regard to weather effects
provides an alternative solution to increase the transmission
grid capacity, especially as a temporary measure until the
transmission grid if finally upgraded.

The transmission line ampacity or the static line rating
(SLR) is usually calculated considering weather conditions in
such a way to be always on the sure side. For example, for
European lines the usual parameters are 35°C ambient
temperature, 0.6 m/s wind speed and 900 W/m® solar
irradiation [3]. This leads to conservative values of the
ampacity. Dynamic Line Rating (DLR) allows monitoring of
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the impact of actual weather conditions and the assessment
of the weather depended line ampacity. Due to the cooling of
lines in case of high winds and low ambient temperatures,
transmission line conductors are allowed in many instances
to carry more current than the SLR.

Related literature highlights the potential of DLR as an
enabler for the integration of renewables [4-8]. On one hand
it increases the grid capacity that can be available to the
market by increasing the ampacity of the grid. On the other
hand, it helps Transmission System Operators (TSOs) to
reduce costs for utilization of assets. For instance, with
increased grid capacity the need for redispatch decreases and
thus the operational costs (OPEX) decrease. Also, the
incorporation of DLR in short and mid-term grid planning
time horizons can reduce capital costs (CAPEX) for TSOs by
reducing the number of new lines to be built. But it must be
carefully differentiated between the methodology to assess
the long term grid expansion needs (as done in [19]) and the
more operational advantages of DLR.

A lot of work has already been done to explore the
highlighted benefits of DLR. In [11] the authors have
presented a two-stage stochastic optimization model to
combine the benefits of DLR forecasting with uncertainties
in wind generation and line outages. Their results show that
the stochastic framework enables DLR to be optimally
utilized, offering cost savings and better integration of wind
while avoiding the over-estimation of reserves by sharing the
reserve capacity over multiple sources of uncertainty. To use
an online DLR the impact of higher currents towards
neighboring infrastructure and the legal situation has
carefully to be taken into account. The effect on adjacent
infrastructure and the deviation of electrical parameters from
the initial legal approval cannot be neglected. While
implementing a DLR monitoring system, a basic question
arises about the optimal placement of monitoring devices. In
[9, 10] it is shown that heuristic based approach gives far
better results than a standard equidistant approach. In
particular, reference [9] shows that the heuristic based
approach gives monotonic results and addition of new
critical spans always increases the quality of DLR
monitoring systems whereas equidistant monitoring produces
confusing results. Therefore, the prediction of critical spans
or sections of a line for DLR monitoring is very important.
The potential of redispatch mitigation in Northern Germany
using DLR is shown in [12]. Results show that DLR is most
useful in winter months when wind speeds are generally high
and the need of redispatch is increased. They show that in the
North the wind in-feed and DLR values are highly correlated
and redispatch requirements can be significantly reduced
even if DLR monitoring system is implemented only on
selected lines.
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In [10] DLR has been applied to the optimal management
of transmission networks. DLR has been incorporated in an
optimal power flow problem and the power flow is
optimized based on increased transmission system capacity
due to DLR. The results show that DLR was able to improve
overall system capacity by 96% on hourly basis and only 1
line remained overloaded out of 4 critical lines in peak hours.
Reference [13] has incorporated DLR into a transmission
expansion planning problem using a stochastic model. The
study shows that, using DLR, the number of required new
lines decrease with increasing load levels in the system and
the total cost of new lines together with the DLR installations
is lower than the cost of lines without DLR. However, they
have only studied fixed Right-of-Ways (RoW) for
transmission system expansion which, first, ignores the fact
that there might be potentially good areas with favorable
weather conditions available for DLR. Secondly, it can force
the line to be built in areas with sub-optimal weather
conditions thus not utilizing the full benefit of DLR
investment. This issue is addressed by other researchers
using large-eddy and CFD simulations to consider the effect
of weather conditions over a particular terrain. In [14] a CFD
analysis of an area was done where new onshore wind farms
have to be connected with existing 132 kV grid via a new
overhead line. The results showed that the optimal route of
an 89 MVA overhead line allow wind farm of 140 MW
rating to be connected to the grid with a predicted constraint
of 1.1% of energy yield.

However, in meshed grid the power flows are much more
complicated, and the loading of a line can be due to several
factors which correlate with weather parameters and other
underlying factors in different ways, as power flows can also
be due to injections from other types of power plants. The
main contribution of this paper is to analyze the different
factors correlating the line loading and the available potential
by DLR. The analysis presents in a detailed way, whether
DLR values can mitigate the congestion of the lines for
future years. This is beneficial to both existing and planned
lines. For existing lines, this analysis helps prioritizing the
installation and implementation of DLR systems, while for
new lines it assists in prioritizing the project execution and
mid-term investment planning for the TSO based on the
expected benefits from DLR.

Also, heat maps for individual lines show that there are
always some specific regions of the line which are most
critical and should be the focus of measurement devices for
optimal monitoring of the whole line. This approach is cost
effective as compared to the equidistant approach of
monitoring device installation.

II. METHOD

A. CIGRE approach to calculate DLR

CIGRE and IEEE represent the two most reputed
methods for ampacity calculation of a transmission line
conductor. The two methods differ in the consideration for
solar heating and convective cooling calculations, however,
they provide similar results and the choice of one method
depends  upon the available input and the required
complexity [15, 16].

In this paper, the CIGRE method was chosen because the
available input data already contained the solar irradiation
values thus it was more feasible to use the simple approach
of the CIGRE model. Also, this study was done for a TSO

therefore the preferred approach of the regulator has been
adopted.

The CIGRE method [17] establishes the heat balance of
the conductor as the heat gained by the conductor equal to
the heat loss:

Heat gain = Heat loss
P]+P5+PM+P1=PC+PR+PW (1)

where P, is the Joule heating, P is the solar heating, Py
the magnetic heating, P; the corona heating, P, the
convective cooling and Py and Py, are the radiative and
evaporative cooling. The corona heating P; can be normally
considered irrelevant for rating purposes as the convective
effects are more important. The evaporation effect Py, is
ignored for being rare and difficult to assess, and the
magnetic heating Py, is often included in the increasing effect
of the conductor resistance so that the general equation gives:

lD]+pS=P(:+PR (2)

. All the equations used are from [17] unless otherwise
specified.

PS = Ug ITD (3)

The solar heating Ps is defined by the absorptivity of the
surface of the conductor ag, the global irradiation intensity
I; and the outer diameter of the conductor D . The
convective cooling P of the conductor is due to the flowing
wind and can be calculated as:

Pc = mA¢(Ts — Ta)Nu (4)

where A¢ is the thermal conductivity of the air, Tg is the
conductor surface temperature, T, is the ambient
temperature of air and Nu is the Nusselt number. The
equations to calculate the thermal conductivity of the air and
the Nusselt number can be seen in [17].

PR = T[DO'BES[(TS + 273)4 - (Ta + 273)4] (5)

Equation (5) represents the radiative cooling of the
conductor which depends upon the conductor diameter D,
the Stefan-Boltzmann constant og, the emissivity of the
conductor surface & and the surface and air ambient
temperatures.

B = I3ckjRpc(1 + a(T,, — 20)) (6)

Equation (6) is taken from [18] which gives the heat
generated in the conductor due to the flow of current known
as Joule heating. Here I, is the current through the line, k;
is the skin effect factor, Ry, is the DC resistance of the
conductor, @ is the linear temperature coefficient of
resistance and T, is the average conductor temperature.

B. Implementation of the model in MATLAB

The complete system of equations was implemented in
MATLAB to create a tool which takes as input the weather
parameters for whole Germany. The available weather
parameters included wind speed at 10 m height, ambient
temperature and solar irradiation for all the weather points in
Germany having a resolution of 7x7 km. The data for
weather year 2012 was used for the base case analysis since
this has also been used by previous grid development plans.
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Also, the year 2012 was hotter as compared to adjacent years
thus giving a conservative estimate of DLR values. A
distance matrix using minimum distance approach was
created to allot the nearest weather point to each transmission
tower of a certain line. Using the output of the distance
matrix, the relevant hourly ampacity vectors were extracted
from the 8784x7884 matrix resulting in an 8784xnWP
matrix for a specific line. A minimum from this matrix for
each hour gives the hourly minimum ampacity value for the
whole line. A histogram of this vector tells which weather
points occur most frequently as the minimum ampacity
points and thus act as an ampacity bottleneck for the line. If
this histogram is divided in different levels of occurrence
frequency, then a heat map of the line can be created as
shown in Fig. 7. The whole workflow is shown in Fig. 1.

III. RESULTS

Detailed load flow studies were conducted on the future
grid development scenarios for the years 2021, 2023 and
2030. In order to assess the variability in the system power
flows, the analysis was performed in hourly resolution for
the full year (8760 hourly snapshots). In parallel, detailed N-
1 analyses were performed for the critical system snapshots,
leading in practice to detailed N-1 analysis of almost half of
the snapshots'. The models used were extensive grid models
for the whole European grids and the interconnecting area.
The grid models were driven by the market models which
provided the generation schedule for thermal power plants,
renewable infeed schedules and loads. In long-term
investment planning the potential of an operational DLR has
to be carefully checked, there are too many effects affecting
the load flow. In [19] a methodology to handle this
uncertainty is presented.

Table I shows the bottleneck energy for each line. This
indicates the total amount of energy that needs to be
managed for the whole year using redispatch or other
measures for each line. It gives an indication of both the
duration and the severity of the overloads. The table
indicates that the overloading is generally high for the years
2021 and 2023. Therefore, this will be the ideal time for the
implementation of DLR when increase in grid capacity is
strongly desired. For year 2030, the bottleneck energy is
lower because there of the less congestions due to the
expected implementation of the already identified grid
expansion projects.

A. Driver analysis

Fig. 2 shows the duration curves for line 1 where it can
be seen that there exists overloading for the years 2021 and
2023. The maximum value is the same quantity specified by
the bottleneck energy in Table I. From Fig. 2, it can be seen
that the DLR curve is higher than the loading curves which
means that DLR is able to remove these congestions, but the
duration curve is not the best identifier of this information as
it has no information about time dependency. To accurately
analyze the time correlation between DLR and line loadings
the scatterplots are presented. Fig. 3 shows the scatter plot
for line 1 for DLR and line loading of the year 2021. Here it

" In cases results for the full set of snapshots are presented (e.g.
duration curves or scatter plots), we combine results from N-1
security assessment and base load flow. This leads to discontinuity
of duration curves or to empty areas in scatter plots. Correlation
coefficients are estimated based on the use of full set of load flow
calculations.

can be seen that there are many points above the horizontal
line of static rating, but all are below the diagonal which
means DLR can remove these congestions. This scatter plot
also tells us the correlation between the two quantities which
is +0.609 according to the corrcoeff function of MATLAB.
The high correlation value suggests that the DLR and
loading of the line has a common driver which is wind and
thus DLR strongly supports the ampacity of this line when it
is required. The correlation coefficient is calculated for the
DLR values and the N-0 loadings of the lines.
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TABLE 1. N-1 LOAD FLOW RESULTS FOR SELECTED LINES
Bottleneck energy per line (GWh)
Line #
2021 2023 2030
1 392 52 -
2 1.4 205 0.8
3 51 187 -
4 0.9 35 4.5
5 489 352 -
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Fig. 2. Loading and DLR potential duration curves for line for future years

Next, in Fig. 4 the scatter plot for line 2 has been shown
between DLR and line loadings of 2023. From this figure it
can be seen that there are some loadings which are even
above the diagonal, this means that DLR is not able to fully
remove the overloading of this line. The points in Fig. 4 also
show a horizontal trend which means there is little to no
correlation between the two quantities. The correlation
coefficient calculated is equal to -0.152 which means that
wind is not the common driver between the DLR values and
the loadings of line 2.
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In Fig. 4, it can also be seen that there are some points
which lie in the bottom left triangle. This is the area where
the line loading is below the static rating but higher than the
diagonal of DLR. If a line is loaded in this condition
considering only the static rating, then it is susceptible to
physical damage because the conductor surface temperature
will exceed its limit. Thus, via this analysis DLR shows the
instances when this situation could occur and highlights the
risk which is neglected if only static rating is considered.

In order to examine other possible drivers behind the
loadings of line 2, an analysis with the coal in-feed of the
whole country is done as shown in Fig. 5. The correlation
coefficient calculated for this case is +0.297 which shows the
correlation between the line loadings and the coal in-feed.
This implies that due to the absence of a common driver
between line loading and DLR, the ampacity gains provided
by DLR might not be timely matched for line 2. In this case,
further investigations on the drivers for this line would be
required. Based on the results of the driver analysis, these
lines can be classified into different groups as under:

1) Strong positive correlation

Those lines which show good positive correlation
between DLR and loadings will come under this group,
therefore line 1 is a suitable candidate. The strong positive
correlation suggests that the DLR and loadings have a
common driver i.e. wind and therefore in times of high wind,
DLR will be able to increase the ampacity of the line when
strongly needed. Thus, the implementation of DLR
monitoring devices should be done on a priority basis on
such lines to reap maximum benefit of DLR.

2) Weak or negative correlation

Line 2 is a member of this group as the correlation
between DLR and line loadings was negative for line 2. This
means that wind is not the common driver between DLR and
loadings of line 2 and the correlation with the coal in-feed
shows that it has better correlation with coal power.
However, DLR was still able to remove 98% of the
overloading of line 2. Thus, the installation of DLR
monitoring devices can be delayed for such lines and the
ampacity values from predictions and forecasts can be used
instead. This offers a flexibility option for the TSO for better
investment planning. But to decide on the transmission
needs, the often rapid changes and uncertainties in the
general scenario framework whether there are still coal fired
power plants or whether there are more renewables have to
be taken into account.
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Fig. 3. Scatter plot of DLR vs. line loading of year 2021 for line 1
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B. Heat maps

In this section heat map is discussed for the individual
lines. As discussed previously, Fig. 6 shows the histogram of
the weather stations having minimum ampacity. From the
figure, weather point 4 occurs as the minimum ampacity
point for almost 3500 hours of the year. This means this
point is the ampacity bottleneck for the line 40% of the time
of the year. Using this information, the line can be color
coded to show the hottest and coolest points of the line as
shown in Fig. 7. This figure helps in the optimization of the
DLR monitoring device placement and a heuristic rule can
be made for this placement. Research shows that placement
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using a heuristic rule is more efficient as compared to equal
length placement of sensors [9].
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Fig. 7. DLR heat map of line 4 showing the ampacity bottlenecks

IV. CONCLUSION

This paper has presented a tool and a methodology to
incorporate DLR in the grid planning process suitable for
short and mid-term tasks. It highlights the importance of
considering the DLR potential along with line loading values
and establishes that such kind of analysis should be done to
evaluate the impact and role of DLR in the grid expansion
process. The case study was conducted for the German grid
where it was shown how DLR minimizes redispatch, unlocks
new market potential and removes congestions from the
lines.

DLR also highlights the risk when SLR is not so
conservative and may allow line loading above the
physically allowable limit.

This paper also shows that driver analysis is an important
tool in a quick prioritizing the lines for DLR implementation.
The scatter plots of line loadings with factors such as wind
and coal in-feed show that the lines can be divided into two
broad categories. For the lines which show strong and
positive correlation between DLR and line loading, indicates
that wind is the common factor between the two. For such
lines it is a win-win situation to install DLR measurement
devices in a high priority as DLR will offer high ampacity
gains exactly when it is needed. The other category is when
the correlation between line loading and DLR is weak. For
such lines wind might not be the common driver and as
shown for line 2 coal in-feed had a better correlation with
line loading. This means that DLR ampacity gains will not
temporally coincide with the line loadings and therefore the
implementation of DLR on such lines can be delayed
providing better investment planning for the TSO. However,
it should be noted that even for this line DLR was able to
remove 98% of the congestions.

Also, a concept of heat maps was given in this paper for
individual lines. The heat maps for individual lines shows the

bottleneck points for ampacity on these lines and allow the
optimized placement of DLR sensors for special weather
years.
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Abstract—Efficient grid development is crucial for a successful
integration of renewable energy sources (RES) in power systems.
While the transmission grids are getting more complex a need
for advanced network expansion planning methods is rising.
This paper introduces an automated two-part process of identi-
fying cost-efficient grid expansion measures. The tool determines
the cost optimum between grid expansion investments and costs
for rescheduling of power generation (redispatch) in order to
minimize the overall system costs. With the help of load flow
optimizations (LFQO) the resultant costs for redispatch were
calculated. The decision-making process of the optimization
strategy was tested in a modified Garver’s six-bus network.
The simulation results demonstrated that the proposed approach
is capable of reinforcing the transmission grid economically to
meet reliability criteria and additionally to seek the cost optimum
between further grid expansion and redispatch costs.

Index Terms—transmission network expansion planning, au-
tomated grid planning, redispatch, NOVA principle.

I. INTRODUCTION

With the ambitious German goals of reducing the emission
of greenhouse-gases by 80% until 2050, the power production
landscape is changing fast. The remaining German nuclear
plants will be shut down until 2022 and only recently the
phasing out of coal energy production by 2038 was recom-
mended by a governmental committee. These missing amounts
of conventional power need to be compensated by renewable
energy sources (RES). Whereas the installed capacities of wind
and solar power are growing constantly, the expansion of the
German transmission network is hesitating. The slow expan-
sion progress is due to long planning processes and a lack of
social acceptance for new expansion measures. The insufficient
grid development leads to increasing operational challenges for
the transmission system operators (TSO). Network congestions
and interventions for rescheduling of power generation (redis-
patch) are occurring more frequently. Redispatch implicates
increased costs of power production due to deviations from a
merit order supply. Additional costs for power plant operators
need to be compensated by the TSOs. Hence the costs for end
consumers are rising. Commissionings of selective expansion
measures show the beneficial effects on reducing the occur-
rences of network congestions and redispatch costs in practice.
In order to identify these cost beneficial measures, improved
processes are needed for evaluating and comparing different
expansion paths. There is existing literature about various

approaches for solving the transmission network expansion
planning (TNEP) problem. Reference [1] gives an overview
about different solving methods, treatment of constraints and
planning horizons. In most cases the aim is to minimize invest-
ment costs for the addition of transmission lines subjected to
the constraints of security thresholds. Many papers analyze the
optimal transmission expansion on a short-term view without
considering operational costs. The focus of this paper lays on
the economic expansion with the use of redispatch for a long-
term planning horizon. Standardized test systems like Garver’s
six-bus network [2] are used for testing purposes in special-
ized literature. This approach employs Garver’s initial grid
topology extended by various potential expansion measures to
display the outcome of the grid planning tool. The paper is
structured as follows. Section II describes the methodology
and simplifications that were made for identifying optimized
economic grid expansion paths. Section III presents the test
system in which the planning tool was verified. Details about
the input data and simulation results are given. Finally in
Section IV, a conclusion about this approach for network
expansion planning is drawn.

II. METHODOLOGY

The objective of the automation process is finding the
system cost optimum between grid expansion investments and
redispatch costs. While solving this optimization problem the
constraints of a reliable power system i.e. meeting loading
thresholds are given. Due to a prioritization of dependable
supply over economic efficiency, the process is divided into
two iterative optimization loops that are completed succes-
sively. The flow chart in figure 1 shows the iterative process
of the network expansion strategy. First, mandatory expansion
measures are identified to solve all congestions (at least)
with the use of redispatch. The second process seeks for the
cost optimum between investment costs of further expansions
and redispatch costs drawn to a certain period of time. A
reinforcement process of adding and evaluating grid expansion
measures is introduced.

A. Input Data

The inputs of the process are a model of a grid in critical
state, a catalog of potential grid expansion measures and data
of clustered load flow points. The purpose of clustering the
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Fig. 1. Two-phase process of economic grid expansion

load flow time series of the intended year is the reduction of
calculation effort while keeping information of the critical load
flow hours. The decisive hours, in which load thresholds are vi-
olated, represent the yearly hours of operational interventions.
The load flow data follow from power flow calculations with
data of power generation and consumption and its allocation
to the network buses. A catalog of grid expansion measures
is needed to evaluate the different variants of grid expansions.
It is now possible to run representative load flow calculations
for the whole year by calculating only the clustered hours and
extrapolate these hours to the full year.

B. Process

At the start of the process, a load flow optimization (LFO)
with the constraint of meeting the reliability criterion is
calculated for every clustered hour. The reliability criterion
for a transmission line is set to 70% of its rated current. This
is a common simplification for the n-1 criterion that was used
in studies for transmission grid planning to ensure network
security [3], [4]. It suggests that a line utilization of more than
70% will likely also cause n-1 violations. The main reason for
the usage of this simplification is the saving of computing time.

TABLE I
CLUSTERED DATA OF REPRESENTATIVE LOAD FLOW HOURS

Hour Frequency | PV [MW] | Wind [MW] | Load [MW]
14.02. 23:00 998 0 1350 4605
04.10. 09:00 1196 1148 142 4989
08.06. 21:00 1065 0 283 4918
01.09. 15:00 1082 297 1575 6202
08.08. 05:00 786 175 253 4100
07.09. 14:00 862 1192 437 6038
03.12. 20:00 508 0 1419 5822
25.05. 21:00 1355 0 228 4054
30.05. 17:00 520 211 1380 4938
11.03. 18:00 398 0 39 6149

A standard n-1 analysis would require load flow calculations
for every possible outage of transmission components. The
results are analyzed with regard to remaining congestions. If
rescheduling the generation doesn’t solve the congestions in all
clustered hours, grid expansion is the mandatory implication.
To find the most cost beneficial grid expansion measures the
algorithm starts with a ranking of measures. The implemen-
tation of a fitness factor (F'F') is necessary to compare the
measures effectivenesses. The benefit of a measure is defined
in equation 1.

o (1)

P, describes the power of a transmission line, that can’t be
transferred due to occurring overloads, accumulated for one
year by using the extrapolated clustered hours. The sum of
overload power for the number of existent transmission lines
Nyines Tepresents a performance index for the transmission
grid. Furthermore it is an indicator for redispatch costs as
this amount of power needs to be rescheduled to meet the
reliability criterion. The difference in ¥ P, with and without
addition of the expansion measure based to the measures
investment costs c;,, 1S equivalent to the fitness factor. The
highest scoring measure is now added to the transmission
grid, a new LFO is calculated and the overload criterion is
evaluated again. This process repeats until there are no more
violations of the 70%-criterion. This represents a state in
which remaining transmission congestions can be solved by
redispatching the power feed-in of the reinforced transmission
grid. The first iterative process is finished and the identified
expansion measures are stored. When this point is reached
a second iterative process starts. This procedure seeks the
economic optimum between investment costs for grid expan-
sions and redispatch costs for a certain period. The yearly
redispatch costs crp are determined by LFO calculations in
the clustered hours for the intermediate transmission grid. The
sum of redispatch costs of each clustered hour ¢,, multiplied
by its occurring frequency feuster represents the redispatch
costs of the whole year.
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A new ranking of the remaining expansion measures is
started. The economic benefit of the highest scoring measure
is now determined by calculating the operational redispatch
costs after adding the measure.

The difference in yearly redispatch costs with and without
the measure displays the operational saving Acrp due to the
enforcement measure. By means of a current value calculation,
the economic value of a measure for its expected lifetime 7T’
can be determined. The discount rate ¢ and the instant of time
t are necessary for calculating the discounting factor (1 + i)t.
This allows comparing the value of future and today’s pay-
ments. The comparison of the operational savings and the
investment costs c¢;,, decides whether the measure is cost-
efficient or not.

cco= |3 200 o, 3)
= (1+14)

If the expansion measure is cost beneficial (eco > 0) the
iteration process continues and a new ranking will be started.
Practically speaking, the investment costs for a new expansion
measure will amortize by the savings of operational costs in
its lifetime. This optimization process acts like a hill-climbing
algorithm that allows steps in the right direction i.e. adding
measures that are reducing the overall costs in its lifetime. For
avoiding local cost minima, the algorithm allows bad steps”
to check whether there might occur a bigger step up after
a step down. Thus the algorithm checks if a combination of
measures is cost-efficient while one or more of its individual
measures are not cost beneficial. The optimization iteration
breaks if a counter for non-beneficial steps reaches a certain
threshold. Non-cost-efficient measures then get removed from
the stored list of grid reinforcement measures.

C. Output Data

If the iteration end is reached, an optimized combination of
grid reinforcement measures is the output. An overview of the
identified measures, their investment costs and the course of
operational redispatch costs is given.

III. APPLICATION TO GARVER’S SIX BUS SYSTEM

A modified Garver’s six-bus test system is implemented in
the network calculation software INTEGRAL7 [5]. Garver’s
initial grid topology was employed and enlarged with different
expansion measures.

The test system involves six buses, seven existing lines and
two potential new construction line between buses 4-5 and 1-
3. The electricity generation results from conventional energy
sources and RES. Via multiplication factors the hourly amount
of generation is distributed proportionally to the installed
capacity among the generation units of the respective energy
source. The capacities of generation and load are shown in
table II.

Existing |
xisting lines Gis PV Wind Nuclear

== == Addedlines

Fig. 2. Topology of a modified Garver’s network

TABLE 11
INSTALLED CAPACITIES OF GENERATION AND LOAD
Renewable Energy 4747 MW
Photovoltaic Power 2891 MW
Wind Power 1856 MW
Conventional Power | 4007 MW
Load 7473 MW

The courses for renewable generation and load are based on
historical data of 2015 scaled down to the installed capacities.
The dispatch of generation is adjusted to merit order supply.
The marginal costs of conventional power plants were cal-
culated from data published by the Federal Network Agency
[6]. The calculations contain costs for fuels, CO, certificates,
specific operation and maintenance costs. The marginal costs
were assumed as shown in table III.

TABLE III
MARGINAL COSTS FOR CONVENTIONAL POWER PLANTS
Power plant | Marginal costs [€/MWh]
Nuclear 4.07
Lignite 11.69
Hard coal 16.20
Gas 23.03

A linear approach for the redispatch cost modeling was
implemented into the grid model. This approach implies a
linear cost behavior when power plants increase or decrease
their generation as a result of redispatch. Consequently the
compensation that power plant operators receive for the addi-
tional generation of 1 MWh is equal to the amount they have to
pay back to the TSOs for reducing their generation by 1 MWh.
This approach is based on the assumption that marginal costs
of conventional power plants are mainly dominated by fuel
costs. This modeling allows calculations of redispatch costs
from the marginal costs of redispatching power plants during
LFOs.



52

Paper

The catalog of grid expansion measures includes the fol-

lowing options for grid reinforcement and reconstruction:

o Replacing of aluminum conductor steel-reinforced cable
(ACSR) of existing overhead lines with high temperature
low sag conductors (HTLS)

o Construction of double circuit transmission lines in new
traces

Optimizing and reinforcing existing structures are generally

cheaper than the construction of new lines. Due to the fitness
factor being drawn to the investment costs of the measure,
optimization and reinforcement are the preferred options for
the planning tool. This supports the NOVA principle of grid
planning, which suggests the application of grid optimization
and reinforcement prior to the extension of the grid. This
procedure is commonly used by German TSOs for reasons
of social acceptance, economic feasibility and faster planning
processes. The cost assumptions for the different expansion
measures are taken from [7] and shown in table IV.

TABLE IV
INVESTMENT COSTS FOR POTENTIAL EXPANSION MEASURES

Expansion measure Measure type | Investment costs [€/km]

Replacement of 380-kV | Reinforcement 0.6 million
ACSR conductors with

HTLS conductors

Construction of a 380-kV Construction 2.2 million

double circuit line in a
new trace

Having gathered all information about the grid topology,
power generation and load courses, marginal costs and poten-
tial expansion measures, the optimization algorithm was em-
bedded in INTEGRALSs programming environment QtScript.
The tool was now able to add and evaluate different expansion
paths. The resulting measures from both optimization phases
are shown in table V.

TABLE V
IDENTIFIED EXPANSION MEASURES AND COSTS
Iteration cycle 0 1 2 3 4
Expansion measure - | R2-4 | R2-3 | R3-5 | RI-5
Investment costs [Mio. €] | 0 7.5 15 22.5 30
Redispatch costs [Mio. €] - - - 859 34
Total costs [Mio. €] - - - 881.5 64
Reliability criteria met X X X v v

The first optimization loop was finished with the end of iter-
ation cycle three, when the reliability criteria were met. Hence
the reinforcement of transmission lines between the buses 2-4,
2-3 and 3-5 was identified. Subsequently the tool checked if
further expansion measures amortized their investment costs
in their assumed lifetime. A period of 40 years was assumed,
which is a common lifetime for new transmission lines. With
an interest rate set to 2%, the current value of potential
expansion measures was calculated. The reinforcement of line
1-5 was proposed to reduce the redispatch costs from 859
million euro to 34 million euro over the period of 40 years.

IV. CONCLUSION AND OUTLOOK

The proposed approach for network expansion planning
aims for minimal total cost of reliable transmission, which
represents the desirable condition for electricity consumers.
Therefore investment costs for network expansion and opera-
tional expenses for rescheduling of generation are evaluated.
The results in a modified Garver’s network show, that the tool
identifies expansion measures that solve network congestions
and reduce operational costs. The suggested solution is an
expansion path that minimizes the overall costs, consisting of
expansion investment costs and redispatch costs, on a long-
term perspective. In summary, this straight-forward approach
can be a supportive tool for economic expansion planning of
transmission networks.

In the next step the tool will be applied to the German
transmission grid within the scope of the interdisciplinary re-
search project KOSiNeK (Combined Optimization, Simulation
and Grid Analysis of the German Electrical Power System in
an European Context) [8]. The application in KOSiNeK will
show the tool’s transferability to a larger scale of transmission
networks.
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Abstract—The goal of this paper is to propose new low-cost
topology inverter connected to the grid. The topology of the
inverter consists in a basic design with minimal components which
it can be easily founded in the market. The topology feasibility is
validated through a 57.5 W first prototype and it was simulated
and constructed. A PV-module is used as a generator for this
microinverter.

Keywords—Micro inverter, PV-Module, optocouple, Total
Harmonic Distortion (THD), transformer.

I. INTRODUCTION

Currently, the energy generation models are driven by the
use and exploitation of fossil resources. The creation of fossil
products dates back millions of years due to a photo synthetic
process, from which fossil resources were produced [2].
However, since last years it has been seen the necessity to create
new methods of energy generation. It has been noticed that the
current ways of generating energy, are not viable for the future,
because every day there is an unstoppable rise in prices in
natural resources such as oil, gas, and coal due to its depletion.
In addition, the consequences of the excessive use of fossil
resources have been observed, examples of which are: glacial
melt, rising sea levels and, especially, the immoderate changes
in the environment [1].

Fortunately, the solutions have been offered from the field
of Renewable / Regenerative Energies. Currently, are of great
significance, the energy by biomass, wind, tidal, geothermal
and photovoltaic [1]. This last one is has been considered as the
most promising in the field of the renewable energy because of
its fast growth and high levels of investment around the world.

The photovoltaic energy consisting in capturing solar
energy and convert it into electricity hat caught the attention in
that point that the research on photovoltaic solar energy has
increased in the recent years [3]. The PV system is classified
according to its power level in different sizes [4]: Small (Power
< 350 W), medium (Power < 10 kW, Power < 500 kW), and
large (Power < 850 kW) [4]. Additionally, PV solar systems are
modular. PV solar systems can achieve a maximum module
efficiency of 22 %, while average can be assumed 15 % - 17 %,
meaning that at STC (Standard Test Conditions) they can
deliver an output power of 150 - 200 W,/ m?.

As PV systems deliver DC power, the use of inverters are
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necessary. Inverters can be classified in strings inverter, micro
inverters. Considering many of modules with 1 - 2 m? area,
string inverters should be integrated into modules with a power
range of 150 - 450 W. In the case that the original DC power
from every module into AC power is converted, this presents
problems like a lot of wiring with DC power and the
mismatching of modules in larger PV generators [5].

For that reason, the “Microinverters”’, a combination of a
PV module with a grid connected inverter [6], whose
characteristics are the small size and lower power rating,
usually rated at 190 - 250 W are presented as module integrated
for PV systems. They are rated for a single panel, and tie in
parallel with the rest of a system, converting the DC power from
each panel to AC individually and tie it together before feeding
into the grid [5]. However, several problems hinder a real break
through the microinverter’s approach:

- Specific costs

- Long term reliability
- Total efficiency

- Safety aspects

The specific costs of a microinverter rises with the
increment of the power. The reason comes mainly due to the
requirements for grid connection and safety, which cause
effects that not decreases with rated power increment. On the
other hand, the long-term reliability is affected as the number
of devices increases, because this high number of devices have
anegative impact on the Mean Time Between Failures (MBTF)
and the Failures in Time (FIT) rates. [5]

For that reason, the question arises how far the number of
implemented electronic devices may be reduced without the
violation of the existing standards. In this research, a new
microinverter topology is proposed, in which the main goal is
to achieve a simple design (minimum number of components),
low costs and easy maintenance.
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II. APPROACH FOR THE SOLUTION

The PV generator works as a current source without any
control with the grid voltage according to the solar irradiation.
A rectangular current produced by this generator can be
delivered to the grid by only applying a pole commutator in
combination with transformer.

The operation principle of the circuit consists of these steps
for the positive cycle: 1) as the voltage coming from the grid
has not exceeded the threshold voltage coming from the Zener
diode branch, the topology does not work because the MOSFET
is off. The voltage presented in this circuit is the open circuit
voltage coming from the PV module. 2) The voltage of the grid
starts to increase and suddenly exceed the threshold voltage of
the Zener-diode 2; the circuit starts to operate, here the
MOSFET 1 is activated. When this happens, the voltage of the
grid gives the voltage of the circuit. 3) As the voltage of the grid
continuous to rise, the voltage of the circuit reaches the peak-
voltage of the grid. 4) As the voltage coming from the grid
starts to decrease, it starts to be smaller than the voltage coming
from the threshold voltage (Zener 2), and the circuit for this
cycle ends to operate, here the MOSFET 1 is off. The open
circuit voltage of the PV module again gives the voltage of the
circuit.

Again, those steps are repeated for the negative cycle, but
here the threshold voltage comes from Zener 1 and MOSFET 2
is activated/deactivated. The MOSFET 1 / MOSFET 2 receive
the information at its gate input due to the optocoupler 1
(Emitter 1/ Receiver 1) and optocoupler 2 (Emitter 2 / Receiver
2). Fig. 1 reveal the low-power microinverter proposed.
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Fig. 1. Microinverter topology proposed.

111 COMPLYING THE MICROINVERTER INTO THE GRID

In order to feed the grid with the current coming from the
microinverter, it must to comply the maximum permissible
harmonic content for the current and the voltage according to
the standards.

A. Current Harmonic Distortion

According to the international standard DIN EN 61000 3 -
2, the micro inverters can be classified in different classes
depending on the active input power. For this case, this micro
inverter is assumed to be class A and that means that for
harmonics orders which are bigger than 1, its RMS value has to
be kept below the limit within DIN EN 61000 3 - 2. Table I
despites the permissible values for the Harmonic Distortion of
the Current (THD;):

TABLE 1. MAXIMUM PERMISSIBLE HARMONICS CLASS A [12]

Harmonic Limits for class A

Odd Even
n Max [A] n Max [A]
3 2.3 2 1.08
5 1.14 4 0.43
7 0.77 6 0.3
9 0.4 8 <n <40 0.23x8/n
11 0.33

The evaluation of the harmonic content is made through the
Fourier analyses, delivering the series for a rectangular wave
[7]:

[oe]
. 41, O cosva
it)=—
4

v=1

- sin(vwt),

(M

Where [, is the input current, a=wt is an angle with zero
current, v is the order of the harmonic. At the same time,
rectangular function despites a normalized content of the basic
harmonics (g) given by equation 2:

2

Equation 2 is showed in Fig. 2 and it indicates that the
fundamental harmonic has a maximum content if %/ = 1 / 6 -

At this value, g is approximately 0.96. Assuming this condition,
the THD; is:

Ji—-g> Vi-096
THD: > = = "96

=0.292, 3)
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Fig. 2. Content of the basic harmonics in comparison to the zero current angle.

Now, the first idea leads to consider that the third harmonic
content can be controlled by adjusting the angle with zero
current () [13]. Equation 4 belongs to the Fourier series when
the angle with zero current is equal to %. At this angle the third

harmonic can be reduced.

RSS! T
i(t) —7;;cos (vE) sin(vwt), 4)

For satisfying this condition, a zener diode is used for
controlling the duty cycle of the circuit and at the same time
compensating the value of the third harmonic.

Vpz =V2-230V - sin(a), (%)

Applying equation 5, a value of V;=162.5 V is obtained.

B. Voltage Harmonic Distortion

The other limit concern the maximum allowed Total
Harmonics for the Voltage (THD,). According to the standard
EN 50160 as a single-phase grid impedance can be as
Z(®)=0.4Q+j®-0.796 mH assumed. That leads to the equation
6:

Up = |Zgpia| ' I, = 1, /(0.4 Q)2 + (v- 0.25 Q)2 (6)

Where I, is the current produced by the microinverter at the
order v=1, 2, 3, 4... Delivering the equation 7 for the calculation

of the THD,:
/ oa(U,)

+100% < 8%, ™
Ul_grid

THD, =

Where Uy _giq is the main voltage at the connection point of
the grid impedance (230 V). Equation 7 refers that the value of
8 % cannot be exceed. In Fig. 3 can be observed that the
standard also gives a limit of permissible effective value for the
single harmonics at unloaded connection point.
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Fig. 3. Permissible Harmonics for the Voltage at a point interconnection grid

[11].

These values for the single order of harmonics of the voltage
cannot be exceeded too.

Iv. TECHNICAL IMPLEMENTATION FIRST PROTOTYPE

Some requirements need to be satisfied in order to
implement a new topology. One requirement for this approach
is that the island operation is not treated. Instead, grid controlled
converter is used, meaning that if the voltage disappears, the
operation is not possible anymore.

A. Photovoltaic Characteristic

For this paper the Shell Solar SQ175 - PC PV module is
used.

TABLE II. SPECIFICATIONS OF THE SHELL SOLAR SQ175 - PC PV MODULE
[9]

Characteristics Values
Open Circuit Voltage, (Vo) [V] 44.6
Voltage at Maximum Power Point, (Vi) [V] 35.4
Short Circuit Current, (Is) [A] 543
Current at Maximum power point, (Inpp) [A] 4.95
Maximum Power at STC [W] 175
Number of cells connected in series 72
Temperature coefficient of I, (o) [mA/°C] 0.8
Temperature coefficient of Vo, (B) [mV/°C] -145
Temperature coefficient of Py, (I') [%/°C] -0.43

The I-V characteristic of a PV generator in principle follows
the so-called Shockley equation. For an ideal PN - diode [10]:
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Uak
kT

) ®)

In equation 8 I is the forward diode current, Ig is the diode
saturation current, U, is the voltage across the diode, kT/qe is
the Boltzmann constant times the temperature divided by the
electron charge and » is the ideality factor or the emission
constant of the diode. The equivalent circuit for a PV generator
is showed in Fig. 4:

I
Rs PV

.
oD |-

solar
D”XZV v

Fig. 4. Equivalent Circuit for the PV Module.

A PV generator consists of several diodes in series having a
leakage current. A simple PV generator model can be found as
N diodes in series with a parallel resistor (R,) and a series
resistor (Ry). For that reason, the new equation would be:

Uak
/. kT
n

kT U
IPV=IS e N qe—l +ﬂ

R + Isolar, (9)

p

This Equation 9 contains 4 unknown parameters since Igo)ar
is taken as the short circuit of the PV generator. In [8] can be
found for the Shell Solar SQ175 - PC PV module the following
values: Ig = 1.27n4, R, =0.7Q, R, =196.2Q, N = 72 and
Ur = 2.01 V. Using these parameters and the Equation 9, the
PV generator is simulated as is denoted in Fig. 5:

il

25 25 375 5 6

]

100%

=)

Fig. 5. Output characteristic of the Module Shell Solar SQ175 - PC at STC
according to the parameters of [8].

B.  The Transformer

Using the PV module itself as a current source, the

transformer grid voltage must be below the MPP voltage at any
time. This current source is temperature depending and the
values changes depending on the radiation and the weather
conditions, especially in Germany where the existence of
seasons affects the operation of the PV module, giving other
values of V,,,,, Vo, Isc. Considering this, the Vo, Iic and Vi,
can be expressed at different operating temperatures as [8]:

Voc,T = V;)c[l + ﬁVoc(T - TO)]'

(10)

[sc = sc[l + aISC(T - TO)]! (1 1)
|74 -V,

Vmpp,l — mpp,STC oc,T’ (12)

Voc,STC

Where By, is the temperature coefficient of Vi, ayg. the
temperature coefficient of I, T is the temperature at Standard
Conditions (STC) (20 ° C), and T the new temperature of the
module. The values 'BVoc and ¢, are provided by the technical
datasheet of the PV module [9]. Assuming that in summer the
module temperature achieves a value of 70 ° C and in winter a
value of - 20 ° C and using the (10), (11), (12) showed above,
the temperature values are revealed in Table III.

TABLE III. NEW VALUES OF V¢, Ve, Isc, PSTC WITH THE CHANGE OF THE
TEMPERATURE IN THE PV MODULE

STC (20 (T-TO) Voc Vmpp Ise P/PSTC
o
©) [°Cl VI | VI N 1%l
Summer 50 37.45 29.7 5.47 21.5
Winter -40 50.5 40.08 54 17.2

With the Vupp value, the transformer ratio can be calculated
as:

N1 _ ~2-230V

NL_ . (13)
N2~ 207v 0%

After denoting the number of turns ratio, a toroid three
windings transformer with 20 turns of ratio is taken for a first
validation of the circuit. This line frequency transformer is
characterized by the resistance core (R,), magnetization
component in the core (X,), resistance at the primary winding
(Rs1), resistance at the secondary winding (R;.), reactance of the
primary winding (X;;) and reactance of the secondary winding
(X;2). Those values can be founded in Table IV and are included
in the simulation.

TABLE IV. PARAMETERS TOROID CORE TRANSFORMER

Lm Rp La Ls Rs Re2

Toroid
Core | HI | [KQI | [mH] | [mH] | [Q | [Q]
15.1 10.2 0.45 1 4.25 11.2
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V.SIMULATION RESULTS

The topology from the Fig. 1 was simulated with the help of the
software Plecs. Fig. 6 despites the current to the grid generated
by the PV module:

Current delivered by the microinverter

\\ \‘ \‘ \\\ \\ N\
0.2

0.1

0.0

Current [A]

-0.1

-0.2

-0.344 / /
14.78 14.80 14.82 14.84 14.86 14.88
Time [s]

Fig. 6. Current delivered by the microinverter to the grid.

This device has a RMS current value of 194.9 mA.
According to the simulation, Fig. 7 and Fig. 8 indicate the
content of harmonic generated by this microinverter:
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Fig. 7. Maximum Current in [A] per Harmonics given by the Micro Inverter.

Where it can be seen that the influence of the third harmonic
is 0.0064 A and the rest of the harmonics have an influence
which is lower than the permissible effective value of current
accepted by the DIN EN 61000 3 - 2 in table I. Fig. 8 despites
the single harmonic content of the voltage:
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Fig. 8. Maximum Voltage in [%] per Harmonics given by the Micro Inverter.

With a total THD, injected to the grid of 0.117 %. Fig. 8
demonstrate that the value for THD, given by the micro inverter

is lower as permissible voltage harmonics accepted by the EN
50160 (see Fig. 3).

VI. CONSTRUCTION FIRST PROTOTYPE

A first 57.5 W attempt of the micro inverter was
constructed. In Fig. 9 can be seen the implementation of the
new inverter topology connected into the grid, together with the
devices from section II, toroid transformer and the PV module,
which it was at the top of the roof.

Fig. 9. Implementation of the Micro Inverter into the grid.

Fig. 10 indicates the current injected to the grid with the help of
the oscilloscope, with a RMS value of 119 mA.

[ELT Getrig

Fig. 10. Current of the Micro Inverter into the grid.

VII. CONCLUSIONS

In this research a topology with minimum device number of
PV inverter connected into the grid is proposed. To feed the grid
with the current generated by the PV inverter, some standards
are considered for the content of harmonics. The Total
Harmonic Distortion of this device needs to be accomplished
according to the IEC 61000 3 - 2 / EN 50160. As those
standards cannot be violated, a simulation is run to prove it.
Some compensation of the harmonics is done by parametrising.
For the third harmonic Zener diodes of 162.5 V are calculated.
According to the simulation, it was observed that the value from
the single harmonics of the current are within the range
demanded by the norm. This can be checked if the Table I is
compared with the values showed by Fig. 7. Furthermore, the
THD, equals to 0.117 %, which value is lower than the 8 %
indicated by the standard. This makes one advantage of this PV
inverter, demonstrating how easy is to design and construct a
PV inverter with a simple design and minimal devices without
the violation of the existing standards. Another advantage is
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that the control of de duty cycle is made through these Zener-
diodes and at the same time it makes the compensation of the
harmonics. For approximating the simulation most possible to
the reality, the PV module was simulated with its real values of
resistances, thermal voltage, open circuit voltage, short circuit
current, saturation current, and on the other hand, the values of
inductivities, resistances, of the transformer were found it. A
57.5 W first topology was constructed and an experimental
setup with 20 turns of ratio transformer has been tested to prove
the simulations.
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Abstract— The energy revolution, which has been forced
by law, is leading to a change in the energy sector. Energy
generation is moving from centralized large-scale power
stations in the upper grid levels to decentralized small
generators in distribution networks. The Renewable
Energy Act prescribes that electricity from renewable
sources can be fed into the grid ahead of conventional
power. In addition, conventional power plants must reduce
production in times of excess supply. Along with this
reduction, there is a lack of sources for providing system
services. Here, new potentials are searched for the
distribution network level. For these potentials to be
exploited, new concepts are needed to ensure safe network
operation. The investigations in this work are focused on
how the provision of system services from the distribution
network level will be limited by network protection in the
future. Because there are comprehensive protection
concepts and a wide range of protection devices, an
overview of the basics of protection systems is created. To
identify the influence of the protection systems, a possible
concept for detection of influences of protection systems
has emerged. A simulation in a low-voltage grid has been
implemented as part of this work and serves to test the
proposed concept.

Index Terms—distribution network, system service, protection
system.

1. INTRODUCTION

HE power supply is the foundation for prosperity and

progressing of a highly developed country. Since the
nuclear disaster in Fukushima, the energy revolution has been
considered in recent years [1]. The conventional centralized
power supply through the large-scale power plants is gradually
being replaced by a decentralized energy supply through
renewable energy generators [2]. Accordingly, this
development has effects on all grid levels because the
previously unidirectional load flow from the upper grid levels
to the lower grid levels changes into a bidirectional exchange
of energy between the grid levels [2]. This exchange between
the levels, however, means that previous concepts of network
operation management and monitoring of system parameters
and equipment must be changed in order to meet the new
requirements.

The change due to the increased feed-in from renewable
energies, as can be seen in Fig. 1.1, leads to new grid conditions.
The volatility of renewable energies leads to constantly
fluctuating load flows, depending on weather conditions [2].
For example, to maintain a stable frequency despite these
constant changes in the grid, the imbalance between production
and consumption must be compensated [S]. This imbalance
leads to a deviation of the basic frequency defined in the
European network system. If the deviations from this frequency
are too large, this can result in damage to equipment and
dangerous conditions [6]. The network operators, therefore,
make use of the possibility of system services to avoid such
harmful consequences. One example of this is power-frequency
control. This regulation consists of primary, secondary and
tertiary management. The various types of power serve, on the
one hand, the purpose of protecting the frequency in the event
of a fault from excessive deviations and on the other hand, of
returning it to its setpoint value. An imbalance in the power grid
can be either positive or negative. On the one side, power plants
can, therefore, be out of operation, on the other hand also large
loads due to disturbances in the grid [5]. To ensure sufficient
positive and negative compensate power in the future, it is
considered to be retrieved from the distribution grid level [2].
For this project to succeed, new concepts are required,
including vertical network operation [7]. However, the
influence of the protective systems on this concept is so far
uncertain. [2].

209.97
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151.3
123.1
883 94.9
62.5
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wn
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M Hydro power Wind power Biomass Photovoltaics
Fig. 1:  Electricity generation from renewable energies in Germany
from 1990 to 2017 according to [3], [4]
The previous research has usually been carried out in two
directions. On the one hand, the issue about how decentralized
power generation plants can contribute to system services was
investigated. [2], [8]-[12]. On the other hand, it was researched
how grid protection concepts can be adapted and optimized to
changes in the feed-in situation in order to continue to enable

secure grid operation [13]-[18]. In System Services 2030, it is

Gross power generation in bkh
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repeatedly pointed out that there is a specific need for research
to investigate the interactions between protection concepts and
the planned potential realization of system services from the
distribution grid level [2]. The present work is based on this
point and intended to show a preliminary approach to the
investigation of this influence. The aim of this thesis is to
develop a concept to detect influences on the vertical network
operation and minimize these influences by suitable methods.
This paper is divided into five parts. The first chapter presents
an overview of the current network operation in Germany and
the novel approach of vertical network operation for the
management of electrical networks. The second chapter is
devoted to the concept of recognizing possible influences
caused by network protection and incorporating this insight into
operational management, particularly in power-frequency
control using the secondary power control. After that, the
influence of overcurrent protection devices on the low-voltage
level when activate secondary control power is investigated by
simulation in order to test the effectiveness of the concept
recommended in the third chapter. A summary of the
conclusions drawn from this work is given in the end chapter.
The possibilities for improvement of the investigations are also
dealt with as well.

II. VERTICAL OPERATION

In the following chapter, how current studies and publications
investigate the changing significance of the distribution
network in electrical energy supply with regard to network
protection will be discussed. The influences of the increasing
number of decentralized energy supply in the distribution
network will be explained and then the current problems that
occur during network expansion will be examined. This chapter
will demonstrate that it is necessary to prepare the future
distribution networks for vertical grid operation.
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Fig.2:  Overview of existing responsibilities and interactions of
participants [1]

The vertical operation is a concept for the coordination of grid
operating services at different grid levels. It unites the
advantages of two network operation approaches. First is the
hierarchical method and the second is the centralized approach.
The focus of vertical network operation is on the aggregation,
utilization, and coordination of operational flexibility across the
various grid levels. The responsibilities of the grid given by the
regulations, as described in this section, are not involved. The
approach is based on the fundamental principle that the relevant
local grid operator can take part in the control. The requirement
here is that the measures introduced by the transmission grid
operator should not lead to a deterioration of the grid condition.
The grid instance is established, which can realize the
interaction between the participants of the grid operation as
shown in Fig. 2. This grid instance is referred to as the
aggregator. In order to fulfil the system services as described in
Chapter 1, the aggregator and the transmission system operator
have various options at their disposition [7].

It should be mentioned that in this approach the possibility of
direct access by the transmission system operator to the
technical units is facilitated. The advantage of vertical grid
operation in contrast to other grid operation is the
straightforward integration into the existing grid operation
management system. The responsibilities and competencies
with regard to the measures and tasks described in Fig. 3.3
remain untouched. The legal limits defined by the EnWG and
EEG are also taken into account.

III. CONCEPT FOR AVODING OF PROTECTION
INFLUENCES

The following chapter presents a concept for recognizing
grid congestion caused by grid protection at an early time in
the case of a demand for system services from the distribution
grid using the example of secondary control power. The
concept is based on vertical network operation.

In the future, transmission and distribution system operators
and aggregators will, therefore, need an opportunity to verify
whether the control power, as stated in the quantities offered,
can also be freely supplied at the time of the retrieval. If
restrictions occur due to limitations in the grid, e.g. on account
of disturbances, utilization of operating resources at their limits
or due to overloading of the grid and associated topology shifts
due to protection trips, such restrictions must be recognized
and then identified. In the following, an approach is presented
how limitations by the protection systems in the grid to the
provision of system services can be identified using the
example of secondary control power. It is also discussed how
the individual participants in the energy sector can deal with
this acquired information.

If a fault occurs, for example, due to a power plant failure or
the disconnection of a large load in the grid, an imbalance
occurs in the system. This imbalance leads to a deviation of the
mains frequency from its nominal value. The power-frequency
control reacts to this deviation and, if possible, restores the
balance between supply and consumption. Since this balancing
must take place promptly, the operations are mostly automatic.
In order to respond, for example, by adjusting the switchable
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loads or the feed-in of renewable energy systems in the
distribution grid, the current grid status must be checked. This
network status includes the current switching positions of
disconnectors and circuit-breakers, the load of the grid and the
current parameters of the protection technology. According to
[19], each distribution system operator is responsible for its
respective grid area by obtaining detailed information.

If control power, according to the proposals, is requested using
the tenders defined on the market, possible restrictions in the
grid may be identified on the basis of the forecasts made in step
7. In order to minimize the inaccuracies of the forecasts, this
investigation is repeated in step 11 in order to identify possible
problems with the current state of the grid when providing the
compensation power.

Tab. 1: Information exchange between operators and distribution

system operators according to DistributionCode [19].

Information on operational
management

Information on operational
planning

. . Measured values for currents,

. feed-in schedules
voltages, powers

. e . Limited values for active and

. reactive power capability .
reactive power

. Switch positions and ste

. Start-ups and shutdowns P . P
controller positions

e  protection signals

. Start-up and shutdown of the

technical unit

In this case, the transmission system operator or its control
equipment defines the setpoint of the control power for
frequency. This set point is forwarded to the operators and the
distribution system operators by the aggregator. The operator
transmits the set point to the technical units. Based on the
behavior of the technical units, the distribution system operator
can carry out a load flow calculation of its network based on
the current status. An exchange of information between the
operators of the technical units and the distribution system
operator is necessary in order to obtain information on the
current state of the grid. According to [19], it is required to
provide information as listed in Tab. 1 in the 110kV grid. Thus,
it will be necessary in the future to exchange system services
in the lower voltage levels between plant operators and
distribution grid operators in order to retrieve system services
from the distribution grid.

At the same time, the distribution grid operator also informs
the plant operators if there is a fault in the grid. In addition, it
informs which generation plants should not increase their feed-
in during this period in order to avoid e.g. a tripping protection.
The detection of such grid faults requires a further expansion
of automation and information technology so that the
operational management tasks required of the distribution grid
operator can be fulfilled. According to the Distribution Code
[19], these tasks include monitoring and adherence to the
system variables current and voltage, controlling the switching
state and operating the necessary measuring and counting
devices. The distributor is thus obliged to collect the
information required for the load flow calculation.

If the distribution network operator has carried out the load
flow calculation (LFR) with current parameters of the grid,
further system parameters can now be determined. These
system parameters, for example, voltage and current, are used
by the protection systems in the grid as protection criteria. In
order to present this clearly, a state vector protection for the
current state of the protective devices and a state vector for the
current state of the grid can be determined. In order to present
this clearly, a state vector Xprotection for the current state of the
protective devices and a state vector Xgiq for the current state
of the grid are generated for the respective connection. The
status of the network refers to the system dimensions.

Disturbance AP

|
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Pser-sec-ps

Technical unit (power
plant)
]
!
H Technical unit (pool) ’7

Flowchart of the proposed concept

TNO (Load frequency
control )

Pspr-sec-aco

4>’ Aggregator

Protection
tripping?
no

’ Poolbetreiber

Fig. 3:
After the system parameters have been identified, a test is
carried out using a function to verify whether protective
devices are tripped. When a tripping occurs and at what time,
and what maximum transfer power is possible at the network
connection point without causing a change in the topology, it
is returned to the aggregator as a reset value. The aggregator
must decide, according to the result of the reset value, whether
it is necessary to distribute the setpoint to other operators based
on a set value in order to provide the secondary control power.
This distribution may be necessary to avoid any tripping of the
protective devices and therefore to provide the control power
without changing the topology. It should be mentioned here
that the distribution grid operator does not transmit the status
and parameters of its own grid, only if there are problems with
the protection systems in its grid area and the amount of
secondary balancing power that can be provided from its grid
area at the grid connection point. The network security and
data protection of the own grid has a high priority here. The
transmission network operator is not included, which is similar
to the previous procedure described in Chapters 2. It issues an
invitation to tender for the quantity of balancing power
required on the market at a fixed price and the respective
supplier must ensure that the available quantities are provided
in accordance with its capabilities.
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The advantage of the proposed concept is that it can be used in
planning as well as in operational management. In the pre-
qualification phase, the aggregator and the distribution grid
operator can determine how much power can be retrieved, and
it is also possible to test the current state of the grid when
providing the secondary control power. In this way, possible
faults with regard to the mentioned problems in chapter 2 can
be detected by decentralized supply to the protection systems
and hence, allow the smooth operation of the power-frequency
control.

The disadvantage in the dynamic considerations include the
inaccuracies of the model and the delay caused by the load
flow calculation. These make the dynamic processes t<ls,
which is impossible or even unrealistic. This means that,
according to the present concept, no investigations can be
carried out with regard to the provision of primary control

power.
Net DSO intern Market structure
‘ Protection test ‘ } LFC ‘ ‘ TNO ‘

¥ ¥ ¥
GIP % ‘ DSO ‘:7>‘ Aggregator‘
i i
e "B
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I
|
I

Legend PD Protective device
- State information PO Pool operator
LFC Load flow calculation
= Setpoints GIP  Grid interconnection point
Fig. 4:  Concept for effects of protection

IV. SIMULATION

The reference grid is needed to test the proposed approach and
to monitor the impact of a protection tripping on the provision
of system services. The medium voltage reference network
according to Cigré Benchmark Systems for Network
Integration of Renewable and Distributed Energy Resources
European Configuration [45] is used. This represents, as
shown in Fig. 4, an urban cable network (grey background)
with a rural environment with overhead lines (green
background). There are 15 nodes at which possible loads can
be parameterized. The grid is operated as a closed ring (in Fig.
4 the red T stands for an open isolator and the green T for a
closed isolator), as is usual in medium voltage with regard to

(n-1) safety [7].

4 L1 10 9

1
] 1

NN
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[

TR R R R

Fig.5: Reference grid for medium voltage Cigré Benchmark
System European Configuration according to [7], [45]
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In the medium-voltage field, the protection systems are

required to have a high degree of supply reliability and the
requirements must be met by the plants and protection systems.
In addition, research on the effects of decentralized feeders in
accordance with [15] has been improved to such an extent that
protection tripping due to overload will not occur, even when
system services are provided from this voltage level.
Therefore, the consideration of the low-voltage grid was
extended, since here loads, for example, electric cars in private
households, no permission is required, and neither is a load
sharing between household and grid operator. In Europe, low-
voltage networks are mainly designed as radial networks. Due
to the geographical extent and the low density of loads in rural
areas, low-voltage networks in Germany are designed as radial
networks. The designs can vary between underground cables
and overhead lines. A low-voltage network is normally fed by
a local transformer. The above conditions are illustrated in the
low-voltage network according to [45] [7]. The reference
network, as shown in Fig. 5, contains 19 nodes, 12 of which
are designed as cable distributors to which no loads are
connected.
13 14 15

[ |
6
[ |

Fig. 6: Reference grid for low voltage Cigré Benchmark System
European Configuration according to [7], [45]

Thus, five loads can be estimated in this network, which can
also contain storage and electric vehicles as well as
decentralized injection units. According to [2], these will in
future be able to provide power supply and will be referred to
as technical units as proposed by [7]. The parameterization of
the networks and the loads they contain is based on the
investigations, which is carried out in [7].

The threshold values are selected previously based on the
maximum load according to [7] by a load flow calculation and
the resulting current flows in the conductors since the
protection in low-voltage networks is designed for the
maximum load [6]. A distance of 1.6 between the threshold
values is selected on the basis of selectivity. This ensures
selective triggering [36]. The selected safety devices according
to this principle are shown in Tab. 5.2. The NH protections are
selected as full-range protections (label g). This means for
lines on the basis of the nominal current rules described above
and for the local network transformer (gTr) by selection from
dimensioning tables.

To ensure the setpoint value as accurately as possible, it is
transmitted to the technical units, which comes from a model
in that a disturbance can be applied to a control area in
Germany and from this, the frequency curve, as well as the
primary control power and the secondary control power, can
be calculated. The primary control power is provided here by
a power plant model and the secondary control power by a pool
of electric vehicles, which can be used for charging on the one
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hand and for feeding on the other hand. The setpoint for power
change is taken from the value for the pool and scaled to a
maximum change of APna=10kW per electric vehicle in order
to obtain a feasible value for a vehicle in the low-voltage grid
[47]. Depending on the scenario, these are distributed among
the nodes in order to investigate the behaviour of the network
shown in Fig. 5.2 and the protective elements contained in it.
In the assessed scenarios, the electric vehicles are regarded as
loads in the state of charge instead of as generators.

In the future, the power supply will be dominated by
decentralized generation plants and new storage facilities [2].
These innovations are to be found mainly at the distribution
grid. New challenges are brought with them, for example, new
load conditions of the grid. In this chapter, various scenarios
are used to test whether the concept presented can work. This
test is carried out by the simulation explained in the previous
chapter. The main task here is to analyze the transfer power at
PCC including the triggering at the nodes of the low-voltage
grid level.

Tab. 2: Selected and validated scenarios
Scenario Load Electric vehicles f(g_oel;::; tii::el;gglis
A low load 0 -
B low load 1 12
C low load 3 12,16, 17
D low load 5 12,16,17,18,19
E heavy load 0 -
F heavy load 1 12
G heavy load 3 12,16, 17
H heavy load 5 12, 16,17, 18,19

The scenarios presented in Tab. 2 for a fault of P=3000MW at
=0 s are more closely examined. A positive P means that
negative control energy is required. Negative regulation power
can either be generated by reducing the feed-in or by increasing
the load. Since in prospective scenarios, the power generated
by renewable energies should not be reduced as far as possible,
just as it is now decided by the EEG, an intelligent load
management based on the example of electric vehicles is
considered in this paper. This means that if generation is too
large, it will be used to charge storage facilities in the grid [2].
In the simulation, 10 pools of electric vehicles with a total
power of Prrees=500 MW are simulated. This corresponds to
50,000 electric vehicles with a charging capacity of Pgy=10
kW.

When the load factor is 100%, it can be assumed as the heavy
load. These loads were taken from [7]. Accordingly, the load
factor of 20% will be assumed similar to [11]. In the condition
of the heavy load and a technical unit at node 12, as the
simulation in scenario F, the protective element F4-12 is
stimulated and triggered, as shown in Fig. 6. The activation of
the technical unit results in the rising of conductor current at
t=25.3 s due to the load increase. The excitation occurs at t=48
s since the maximum current has arrived. The gradient of the

phase current becomes smaller after the excitation and the
phase current reaches a stationary terminal value. Since the
maximum value is still overstepped, the protection system is
triggered after the set delay time of 5 seconds. The triggering
happens at time t=53.1 s.
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Rated fuse current F4-12
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s F —— Triggering F4-12
0
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tins
Fig.7:  Scenario F: Triggering of the protection system F4-12

In scenario H, in contrast to scenario F, two additional
technical units are activated at nodes 18 and 19. As in scenarios
F, the triggering by protective element F4 12 is expected. The
protective elements F7 8, F4 12 and F10 18 were excited by an
overcurrent during activation of the technical units. The
protective element F4 12 is excited at time t=47.8 s, the
difference of 0.2 s seconds is due to the sampling by the S
function. Like the previous scenarios, this protective element
is triggered in the case of a heavy load. The protective element
F10 18 is also triggered at the time t=48.2 s. According to the
selectivity, the protective element F7 8 is excited, but the other
protective elements are triggered, causing the protective
element2 0to reset.

—

Triggering F4-12 ‘

-20

Activation of
electrical device

AP in kW

-30

-40

\

Triggering F10-18 ‘;
-50 | . . .

0 10 20 30 40 50 60
tins

Fig. 8:
Due to the two triggering operations, the change in power
results in a stepped curve from the time of the first triggering.
As shown in Fig. 7, the power at the PCC drops here on the
basis of the setpoint up to the triggering of the protective
element F10 18. Here the power change at the PCC climbs
from 46.25 kW to 4.42 kW, which corresponds to the
connected load and the power change of the technical unit.

Scenario H: Power Change at PCC
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This is followed by a further reduction of the load since at node
12, the load continues to follow the setpoint. Then, similar to
the other heavy load cases with load increase, the load at node
12 is reduced by triggering the protective element F4-12.

The triggering of the protective devices of individual branches
can affect the frequency stability. According to the current
selectivity setting by using the nominal current, the protective
device on the power supply unit is excited, but not triggered.
The results of the simulation are clearly presented in Tab. 3.
The heavy load scenarios can be assumed to be the worst case.
Thus, the probability of impact is fairly low. The charging of
more than two electric vehicles simultaneously in a low-
voltage grid with only one jet is currently still regarded as
improbable, but trends towards more electric vehicles can be
recognized and such a load should be expected in the future
[49].

Tab. 3: Evaluation matrix der Simulation

Trigger Scenario

Excitation A[/B]JC|ID|[EJF[G]H

Normal operation low-load heavy-load

F1-2
F2-3
F4-5
F4-12
F5-6
F5-13
F7-8
F7-17
F10-11
F10-18

Protective device

V.CONCLUSION

The simulated scenarios led to the conclusion that the
protective devices in the low-voltage grid are primarily
designed for the event of a fault. In order to observe a
triggering of these protection elements, the grid must be
heavily overloaded. The proposed concept can help the
distribution system operator to detect such overloads and the
effects of the protective devices before providing the
secondary control power from his own system. In the scenarios
at the nodes to which a controllable load can be connected, it
was used to increase the load in the network until a triggering
occurs. The influence of this triggering can be observed based
on the power at the PCC point and thus, it can be connected
between the distribution system operator and the aggregator.
The aggregator now has the option of correcting the setpoint
for this distribution network for the power change at which
there is no influence by the protection systems. So that the
available secondary control power can be used completely for
power-frequency control. According to the principle, the
secondary control power would be operated from a reserve
pool. This would ensure that the setpoint requested by the
transmission system operator can be fulfilled. In the low-load
scenarios, there was, as expected, no effect from the protection
systems. Here, the system dimensions were shown in the
prescribed ranges. The voltage moves within a tolerance band
of £10 % around the nominal voltage and the conductor
currents did not excite or trigger the protective devices.

The applicability of the approach can be verified by the
simulation. In order to provide sufficient secondary control
power in the future, it is necessary to resort to the capacities in
the distribution grid. The processing of current measurement
data in the grid and their use for operational planning is a
meaningful method to react to changes in the distribution grid.
In this way, it is possible to identify tendencies towards
endangered states at an early time and to implement suitable
preventive measures to ensure system stability. To achieve this
with the increasing volatility of the feeding components and
changing loads, it is necessary to take the protection measures
within the grid in considerations. With the help of the approach,
the influences of the protective devices can be identified and
eliminated. Thus, it is possible to react preventively to current
restrictions caused by the grid conditions. Furthermore, it is
also possible to carry out simulations in the intra-day area by
integration into a dynamic model in order to identify
tendencies to endangered states in plant management.
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techniques for grid-connected and standalone 3L-
NPC converter
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Abstract—This paper presents the operation and control of
a three level neutral point clamped inverter under commonly
used modulation techniques. First, simulations for standalone
inverter with various modulation techniques are investigated in
terms of their switching frequency, inverter input voltage and
modulation index. Then, a grid and filter is connected and
most of the modulation techniques are simulated for voltage
oriented control, which controls the power injected in the grid.
A harmonic analysis is made in each case and the objective is
to check which modulation technique results in the lowest
THD.

Keywords—SPWM, SVM, CBSVPWM, THIPWM, VOC,
3L- NPC, standalone 3L-NPC, grid connected 3L-NPC

1. INTRODUCTION

Over the years, renewable energy sources such as wind,
biomass and PV are increasing their share of energy supply.
Especially, wind power which reached a staggering 600 GW
by the end of 2018, seeing an increase of installed capacity
by about 10% for 2 years in a row [1]. These growing
renewable energy trend has demanded more high voltage and
high power as the cost per unit of the system drops at higher
ratings (for example 3 kV offshore wind energy system).
Therefore, as the voltage level of the power converter has to
increase to medium voltage, multilevel inverters become a
more attractive solution.

In comparison to a 2-level inverter, multi-level topology
has better properties such as reduced voltage stress on the
switches (half of the DC link voltage in case of 3L-NPC),
lower switching losses, better output waveform quality with
improved harmonics. In multi-level inverters, 3L-NPC has
caught a lot of attention in literature due to being more
economical and easier to implement compared to higher
level inverters. [2] — [7]

A general 3L-NPC is shown in figure 1 and the three
possible levels and operation are shown in the table 1.

Table I. Switching states of the 3L-NPC

Vvo le le Sx3 Sx4
+Vqo/2 ON ON OFF OFF
-Vg/2 OFF OFF ON ON

0 OFF ON ON OFF

The main issue for a 3L-NPC that can arise is controlling
the neutral point voltage, which varies according to the
modulation technique used. The imbalance of neutral voltage
arises due to dead time, asymmetrical loads, variation in
timing of gate signals and tolerances of the capacitors [8] —
[9]. For a fair comparison of all the modulation techniques, it
will be assumed that the neutral point voltage is controlled

and equivalent to 0 V. So, instead of the capacitors, C;, and
C,, DC voltage sources of equal values will be used.
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Fig. 1. A general 3L-NPC inverter

II. MODULATION TECHNIQUES OF A 3L-NPC

There are various methods to control the fundamental
voltage generated by the 3L-NPC. It is well known that the
performance of the inverter depends on its modulation
strategy. The switching losses and harmonic contents in
particular are of utmost interest. To control the switching
pattern of the switches most commonly used techniques will
be implemented and tested in Simulink.

A.  Sinusoidal pulse width modulation (SPWM)

The principle of SPWM involves comparing a
reference/modulation signal (sine wave) which is desired at
the output of the inverter to a high frequency triangular
wave (carrier wave). In our case, two gating signals are
required as Sy; and Sy3 are complementary to each other, as
are Sy and Sy4. For two gating signals, one sine wave and
two carrier signals are chosen. Figure 2 shows the waves
that will be compared. The upper triangular wave can be
labelled as ‘ci’, lower one as ‘c,’ and modulation signal as
‘m;’. Table II shows the algorithm that will be used to
control the switches.

Fig. 2. SPWM technique
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Table 1. Algorithim to control the switches

Logic Switch state
m;>c; S« ON
m;<c; S« ON
m;>C; Sx2 ON
m;<c; Sy4 ON
Another important parameter is the amplitude

modulation index (m) which is the ratio of the amplitude of
the waves. If the modulation index is greater than 1 the
system is in the over-modulation range. Conversely, it
would be in under-modulation region.

m; = Asin(mt) (1)

Where A = amplitude of the sine wave, ® = angular
frequency of the sinusoidal wave

m=A/K )

Where K= amplitude of a triangular wave
Thereby the output voltage of the inverter is related as

Vo=mVygc (3)

Where V. is the DC link input voltage.

B.  Third harmonic injection pulse width modulation
(THIPWM)

THIPWM involves injecting a third harmonic signal to
the modulating signals of the SPWM to get rid of the third
harmonics of the output current/voltage. The modulating
signals are mathematically represented as given in equation

m; = 1.15sin(wt) + 0.19sin(3mt) (4)
my = 1.15sin(wt—27/3) + 0.19sin(3wt)
m;3 = 1.15sin(wt+27/3) + 0.19sin(3mt)

=i

1 !
o o.01 0.02 0.03 ©.04a

Fig. 3. THIPWM technique

Furthermore, a dq transformation of the modulating
signal shows a 15% increase in the amplitude, which means
15% extension in the modulation range as compared to
SPWM.

C. Space vector modulation (SVM)

The 3L-NPC has a total of 19 vectors and 27 switching
states in the a-f frame. The frame consists of a hexagonal
structure which can be divided into 6 sectors. Each sector
consisting of 4 regions as shown in the figure below. [10]

B
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Fig. 5. 3L-NPC space vector diagram

At a sampling time, Ts, the reference voltage vector can fall
into one of the sectors and one of the regions. This vector
can be synthesized by the three nearest voltage vectors and
the dwell time can be calculated [10]. All 27 switching
states are assigned to the vectors according to their
definition. The nearest three voltage vector could be a vector
in Vo — Vig Vy is called the zero vector and there are three of
them, which are assigned 3 switching state each. V| — Vi are
called small vectors which are assigned 2 switching states
each, example, V; — Vp are called medium vectors and are
assigned 1 switching state each. The remaining vectors are
called large vectors and are also assigned 1 switching state
each. Using the volt-second balance principle the following
equations can be derived:

VierTs=TaVx + Tbe + TV, (5)
Te=Ta+ Tp+ Te (6)
m=Veer\N3 / Vae (7

Assuming the vector falls in one of the sectors, then
depending on the region it falls in Ta, Tb, Tc can be found
as mentioned in table IV.

After the dwell time calculation, the switching sequence
is designed as shown in table III. The design needs to give
the lowest switching step per period in order to minimize the
switching losses. For example, if the reference voltage
vector falls in region 1 of sector 1, the nearest three voltage
vectors would be Vo,V,V, which corresponds to 7
switching states (3 from zero vector and 2 each from the two
medium vectors). The design for sector 1 is shown in the
table below, a similar design pattern is used for other
sectors.
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Table III. Switching sequence design
Switching sequence
Region 1 Von- Vin = Van - Voo = Vie — Vap - Vip
Region 2 Vo —Vip—V; - Vo — Vi
Region3 VlN*V137V7*V1p
Region 4 VZN — V7 — V14 — Vzp

D. Carrier based space vector pulse width
modulation (CBSVPWM)

The CBSVPWM is implemented in practice to reduce
the switching losses caused by other modulation techniques.
Moreover, the computation burden involved with lookup
tables, dwell time calculations and switching sequence
design is also overcome by implementing this method as it
involves finding a zero sequence vector which is added in
the modulation signal to achieve similar switching as the
space vector modulation but with reduced switching losses
as discussed in [10]. Figure 4 shows a block diagram of the
method to be implemented.
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Fig. 7. The carrier and modulation wave being compared in Simulink

III. VOLTAGE ORIENTED CONTROL (VOC)

Up to now, the load connected at the output of the
inverter was not discussed. For this simulation, it has been
assumed that a grid is connected to the output and the active

Three phase +
sinusoidal Equation 10
modulation signal Com A
parator PWM
(Equation 8) + (Table 11) generation

power injected into the grid needs to be controlled. The
most commonly used control techniques are voltage

Zero sequence
injection
(Equation 9) High frequency
triangular waves

Fig. 6. CBSVPWM PWM generation block diagram

The equations defining the three phase modulation signals
are as follows.

m; = msin(ot)

my = msin(ot-271/3)

m3 = msin(ot+27/3) ®)

Where, m = amplitude modulation index and w=angular
frequency

The zero sequence injection voltage that needs to be added
to the modulating signals can be calculated as follows:

mo = — min(m;, mz, m3) — max(m;j, mz, ms) )
2

The modulating reference signal that would be compared to
the high frequency carrier waves is as follows:

m;*=m; + my

*
my = mp+ my (10)
ms* =m;3 + my

Figure 7 shows the non-sinusoidal modulating signal and
carrier wave that will be compared. Table II shows the
algorithm used to control the switches.

oriented control (VOC) and direct power control (DPC).
The purpose of these control techniques is to control the
active and reactive power injected into the grid. A block
diagram of the system to be simulated on Simulink is shown
in figure 8. DPC uses a switching table in combination with
hysteresis controller, instead of PI controller and PWM. [3]
Since, the modulation techniques mentioned before need to
be compared, only voltage oriented control would be
considered in this paper.

The filter type used would be an L-filter and use of other
filter types would be part of future work. The IEEE 519-
2014 standards highlighted in table V and VI will be set as
the standard for this simulation. Using Clark’s
transformation at the three output voltage, the angle can be
obtained. Park’s transformation is done to easily calculate
the reference current vectors. Equation 11 shows the
relationship between the active power, reactive power and
current vectors [3].

] Vi
L a — 1
- l l_'_ Meutral point L i Vs I—/;;\
T clamped Filber o
e l—'— inerter L ¥
2D L
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Fig. 8. Voltage oriented control technique block diagram

P :i(vdid + tiq)

11
> (11)
Q=3 (vgia— vaiy) (12)
2
Table IV. Dwell time calculation
Region Ta Tb Te
1 T [2msin(n/3-0)] Ts [1 — 2msin(n/3+0)] 2T,msin(®)
2 T, [1 2msin(@)] T, [2msin(n/3+0) — 1] T, [1 — 2msin(n/3-0)]
3 2T, [1 — msin(n/3+0)] 2Tymsin(O®) T, [2msin(n/3-0@) — 1]
4 T [2msin(®) — 1] 2Tmsin(1/3—-0) 2T, [1 — msin(n/3+0)]
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In our case, we will not inject any reactive power to the
grid (Q=0). Furthermore, by aligning the d-axis with the
grid voltage vector, v, = 0. Putting these assumptions into
perspective, the equations can be simplified to as follows.

P = 3viia
2 (13)
ig=0
Q= _2Vdiq =0
2

The equations above show that the reactive power is
proportional to the g-component of current vector, whereas
the active power is proportional to the d-component of the
current vector.

The PI controller would be designed using the modulus
optimum technique, the sampling time would be set to 50
us, the parasitic resistance would be assumed to be 50 mQ.
The back calculation coefficient K, would be set to 1,
considering the anti-windup calculation. Design parameters
would be selected using the following equations depending
on the inductance value for each filter keeping the standard
chosen in mind. [3]

Tk = Lﬁlter / R (14)

Kp =L / 3Tsample

Table V. Voltage distortion limits

Bus voltage V at PCC Individual Total harmonic
harmonic (%) distortion THD (%)
. V<10kv 5.0 8.0
1kV<V<69kV 3.0 5.0
69kV<V<I16lkV 1.5 2.5
161 kV <V 1.0 1.5

*High-voltage systems can have up to 2.0% THD where the cause is an
HVDC terminal whose effects will have attenuated at points in the network
where future users may be connected

IV. RESULTS

For the first part, the 3L-NPC will be tested with a
resistive-inductive load before using the voltage oriented
control technique to see how each modulation technique
compares to one another. In the second part, a grid would be
connected as load and the voltage oriented control technique
would be implemented using SVM, SPWM and
CBSVPWM modulation techniques. Finally, the required
filter inductance would be compared for each case.

A. Harmonic analysis — Standalone inverter

As seen in figure 9, the THD remains almost constant
for input voltages of up to 10 kV for both phase currents and
line to line voltages for all modulation technique