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Preface

This volume of Technische Mechanik contains selected papers presented at CMFF18, the 17th event of the
international conference series on fluid flow technologies now called Conference on Modelling Fluid Flow. This
conference took place in Budapest between Sept. 4™ and Sept. 7", 2018, with more than 120 participants from
over 25 countries. The next conference is scheduled for September 2021. Please bookmark http://www.cmff.hu
if you want to be kept informed.

As reflected in its title, this conference covers many fields of fluid mechanics. Key results from theoretical,
numerical, as well as experimental studies have been presented in Budapest, with some of the most significant
papers being invited to special issues. Articles dealing with turbomachines are being published separately in the
International Journal of Turbomachinery, Propulsion and Power. The present special issue covers the following
topics:

Complex fluids
Turbulence

Multiphase flows

Flows with heat transfer
Reacting flows

We hope that you enjoy reading the content!

Dominique Thévenin, Janos Vad, Csaba Horvath, and Gabor Janiga
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Ferrofluid Flow in the Presence of Magnetic Dipole

G. Bograr, K. Hriczd

The aim of this paper is to introduce new results on magneto-thermomechanical interaction between heated viscous
incompressible ferrofluid and a cold wall in the presence of a spatially varying magnetic field. Similarity transfor-
mation is applied to convert the governing nonlinear boundary layer equations into coupled nonlinear ordinary
differential equations. This system is numerically solved using higher derivative method. The effects of governing
parameters corresponding to various physical conditions are investigated. Numerical results are represented for
distributions of velocity and temperature, for dimensionless wall skin friction and for heat transfer coefficients.
Two bifurcate solutions have been obtained and one of the two solutions compares well with previous studies.

1 Introduction

During the last several decades, liquids are intensively investigated by various researchers due to their numerous
applications in industry. One of them is the nanofluid, a homogenous combination of base fluid and nanopatrticles.
These suspensions are prepared with various metals or non-metals e.g., aluminium (Al), copper (Cu), silver (Ag),
and graphite or carbon nanotubes respectively, and the base fluid, which includes water, oil or ethylene glycol,
glycerol, etc. Ferrofluid is a special type of nanofluid. Magnetic fluids, also called ferrofluids, are stable colloidal
suspensions of non-magnetic carrier liquid containing very fine magnetized particles, for example magnetite, with
diameters of order 5-15 nm (sPapell(T964). Ferrofluids are useful for retaining dust from the drive shafts of the
magnetic disk drive. Furthermore, these fluids are used in enhancing the heat transfer rate in numerous materials
and liquids in the industry.

Nanofluids can be used in many areas in our daily lives and technological processes. Such type of applications
includes heat exchanger, vehicle cooling, nuclear reactor, cooling of electronic devices. The magneto nanofluids
are also very much helpful in magnetic drug targeting in cancer diseases, hyperthermia, wound treatments, removal
of blockage in the arteries, magnetic resonance imaging (MRI) etcBs&#_ef al.(20716).

When magnetizable materials are subjected to an external magnetizirid,ftelelmagnetic dipoles or line currents
in the material will align and create a magnetizatdn

Problem of magnetohydrodynamic (MHD) flow near infinite plate has been studied intensively by a number of
researchers (see, e.@®bel"and Maheshg?008, Adiguzel and_Afalik (2017), Andersson_and Valne@ 983,

Bogrmri (2?0163, Bograt (20161, Siddheshwar and Mahabaleshw@fy). Bndersson(T997) investigated the

heat transfer rate in ferromagnetic fluids. The hydrodynamic flow of MHD fluids was studied when the applied
transverse magnetic field is assumed to be uniform.

In recent years various theoretical models have been put forward to study the continuum description of ferrofluid
flow. Most of the analytical studies concerning the motion of ferrofluids are based on the formulation given by
eitherNeuringer and Rosenswaifil964) or Shiiomis(?004). Neuringer and Rosensweig developed a model, where
the effect of magnetic body force was considered under the assumption that the magnetizatidvl ve giarallel

to the magnetic field vectdd.

Andersson-and Valng89889 extended the so-called Crane’s problem by studying the influence of the magnetic
field, due to a magnetic dipole, on a shear driven motion, on a flow over a stretching sheet of a viscous non-
conducting ferrofluid. It has been shown that the effect of the magnetic field is a slowing of the fluid movement
compared to the hydrodynamic cagéraham and Tifli§?0171) concluded that the presence of heat source (or sink)
controls the effect of the magneto-thermomechanical interaction, which decelerates the flow along the stretching
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Figure 1: Parallel flow along a cold flat sheet in the presence of magnetic field due two line currents

sheet, thereby influence on the heat transfer i/Aeshan et a(P0TH investigated the effects of magnetic dipole
and thermal radiation on the flow of ferromagnetic fluid on a stretching sheet.

Neuringer(T966 has examined numerically the dynamic response of ferrofluids to the application of non-uniform
magnetic fields with studying the effect of magnetic field on two cases, the two-dimensional stagnation point flow
of a heated ferrofluid against a cold wall and the two-dimensional parallel flow of a heated ferrofluid along a wall
with linearly decreasing surface temperature.

The aim of this paper is to re-investigate the two-dimensional parallel flow of a heated ferrofluid along a wall with
decreasing surface temperature of power-law type and the static behaviour of ferrofluids in magnetic field using
similarity analysis. The similarity method is applied for the governing equations to transform partial differential
equations to nonlinear ordinary differential equations. Numerical solutions are obtained with higher derivative
method. The heat transfer, velocity and temperature distribution in the boundary layer are provided and compared
with the results obtained byetringer(T966 for constant streaming speed and linearly decreasing wall temper-
ature. The behaviour of the velocity and thermal distribution is presented. We point out for the existence of two
different solutions on the base of numerical results to the corresponding boundary value problem. The effects of
the parameters involved in the boundary value problem are graphically illustrated.

2 Problem Formulation

Consider a steady two-dimensional flow of an incompressible, viscous and electrically non-conducting ferromag-
netic fluid over a flat sheet in the horizontal direction shown in Hig.

The dipole of the magnet is placed at a distandeom the surface, in such a way its center liesyeaxis. The
magnetic field ) due to the magnetic dipole is directed towards positigirection. The ferrofluid influences by
the dipole of the permanent magnet whose scalar potential is

1 LY+ 1Y
o(z,y) = —i <tan 1 % + tan~! y$a> , Q)

wherel denotes the dipole moment per unit length ans the distance of the line current from the leading edge.
The wall temperature is a decreasing function @ind is given byl’,, = 7., — Az™*!, whereT,. denotes the Curie
temperatureA andm are real constants.

The negative gradient of the magnetic scalar potegtiauals to the applied magnetic field, i.dd = — V¢.



Then, the corresponding field components are given by
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Moreover, the second derivatives are given by

Po_ #o_ | mwra | oo o
O y? 2m [x2 +(y +a) r [IQ +(y— a)2] ’

and
P _ I | (y+a’-2*  (y—a)’-—2a? (5)
oxdy 2w 7 |-
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2w’ [Pt -a
Neunringer and Rosenswa([fl964) showed that the existence of spatially varying fields is required in ferrohydrody-

namic interactions. We shall have the following assumptions for the exposition of ferrohydrodynamic interaction:

(i) the fluid temperature must be less than Curie temperature,

(ii) the applied magnetic field is inhomogeneous.

Then, the dynamic response of ferrofluids to the application of non-uniform magnetic fields follows from the fact
that the force per unit volume on a piece of magnetized material of magnetikdat{oa. dipole moment per unit

ox
denotes the free space permeability dddepresents the magnitude if. Applying the scalar potential, VH
is calculated as follows

2 2
volume) in the field of magnetic intensity is given by the formuMV H, whereH = (@) + (%‘5) y o

96 0 ¢ 0p 029 | 04 0%¢

oy | 2 29 20
VH — [VHLL ’ [VH] _ Ox Ox2 Oy Oz dy ’ Ox Oz dy Oy Oy2 ’ (6)
| I\ )y e o)

where[VH], and[VH], denotes the first and second component¥ &f, respectively. Sincé€d¢/0x),_, = 0

Y

and (82¢/8y2)y20 = 0 at the wall, therfV /], vanishes.

In the boundary layer for regions close to the wall when distances from the leading edge large compared to the
distances of the line sources from the plate,i.e> a, then one gets

In 1
VH], = —— —. 7
Vi), =~ — U]
From the above said consideration of the flow analysis, the governing equations (conservation of mass, momentum
and energy) of the boundary layer flow are formed according to the following assumiiemsiger(1T966):

() the intensity of magnetic field is strong enough to drench the magnetic fluid, and the variation of magnetiza-
tion M is the linear function of temperature as reportedWy= K (7. — T'), whereK is the pyromagnetic
coefficient andl. denotes the Curie temperature propose@mjrai and Hamdach¢& 012,

(ii) the induced field resulting from the induced magnetization compared to the applied field is neglected; hence,
the ferrohydrodynamic equations are uncoupled from the electromagnetic equations and



(iii) in the temperature range to be considered, the thermal heat capatity thermal conductivity:, and the
coefficient of viscosity’ are independent of temperature.

Then, the governing equations are described as follows

ou Ov

ou ou Topo K 1 9%u
gv ge_ _ T _T)— g
uax—i-vay - (T ):E2+V8y2’ 9)

clu— +v— 8y2’

oT oT o*r
= 10

[ or 3y} (10)

where ther andy axes are taken parallel and perpendicular to the pleaedwv are the parallel and normal velocity

components to the plate, respectively,means the permeability of the vacuumis the kinematic viscosity ana

denotes the density of the ambient fluid, which will be assumed constant. EquidfiB)(are considered under

the boundary conditions at the surfage= 0) with

u(z,0) =0, v(z,0) =0, T(x,0) =Ty, (11)
whereT,, = T, — Az™*! and agy leaves the boundary layéy — oo) with

u(x,y) = Uoo, T(z,y) = Too (12)

wherel,, = T., andu is the exterior streaming speed which is assumed throughout the papertobd/ . x™
(Us = const.). Parametem is relating to the power law exponent. The parameter= 0 refers to a linear
temperature profile and constant exterior streaming speed. In case-of, the temperature profile is quadratic
and the streaming speed is linear. The valugcf —1 corresponds to no temperature variation on the surface.

Introducing the stream function, defined byu = 9v /9y andv = —dvy /dx, problem(B)—(D) can be formulated
as

op Py oy Py 9 Tk

R - T.-T 1

dy dyx Oz dyy dyyy  mp (T =1), 13)
oy OT 9 AT | &*T

¢ Oy 0z Ox Oy =k Oyy (14)

Boundary conditiondIll) and {2) are transformed to

0

axl/f(% 0) =0, T(SC, O) =T, - A:L'erla (15)

0
aiyd](xv 0) =0,

gyw(:c,y) — U™ T(z,y) =T, asy — oo. (16)

Using the following transformations, the structure BB)—([I8) allows us to look for similarity solutions of a class
of solutionsy andT in the form (sedBarenhlat{1996))

P(x,y) = Cra’f(n), T=T.—A"'O(n), n=Cuy, 17)
whereb andd satisfy the scaling relation
b+d=m (18)

and for positive coefficient§’; andCs the relation

Ch
_ 1
cy (19)



are fulfilled. The real numbets d are such that — d = 1 andC,Cy = Uy, i.e.

1 -1 Uso
b:%, d:Tan7 C’l:\/VUOO, 02: 7 (20)

By taking into accountdd), equations3) and {{4) and conditions(3) and {IB) lead to the following system of
coupled ordinary differential equations

> f daf m + 1 df

2J = = 21

o (ZY i d e, (21)

C) do af

W—F(m—i—l) ( ff— dn)—o. (22)
The boundary conditions reduces to the following equations subjected to the boundary conditions

d
d
d—nf(n)zl, O(n)=0 as n — oo, (24)

wherePr = cv/k is the Prandtl number anel= Iouo K A/(mpU2.).

The components of the non-dimensional velosity: (u, v,0) can be expressed by

u = Uooxm#d(:), (25)
14
N T e <m2+1 f(n)+m21J;(:)n>- (26)

The physical quantities that specify the surface drag and heat transfer rate can be derived. Mathematically these
quantities are interpreted in the following form

ou Jm 1 d
Ty=0 = Vp (E)y) = pUsc Vv — 1(0), (27)
y=0

dn

aT UOO 3m.+1 d
s <8y )yo = kA== - CT@( ), (28)

where(d? f /dn?)(0) denotes the skin friction coefficient and© /dn)(0) stands for the heat transfer coefficient.

According to our knowledge, the coupled boundary-layer equations for the casemwhehwere first examined
by Neuringer(T966. If m = 0 andg = 0, equation®1) is equivalent to the famous Blasius equation

ﬂ+1ff 0, (29)
dn?

which appears when studying a laminar boundary-layer problem for Newtonian fluidBasashiatt(T996).

In the mathematical study of a model describing the dynamics of heat transfer in an incompressible magnetic fluid
under the action of an applied magnetic field, the fluid is assumed nonelectrically conducting and the obtained
solutions are valid only for distances greater than



3 Results and Discussion

There are several methods for the numerical solution of boundary value problems of similar type of coupled
strongly nonlinear differential equations d&l—[@2). Bhatfi et al. (2016 applied the successive linearization
method to solve the boundary value problem, where the unknown functions are obtained by iteratively solving
the linearized version of the governing equation. Using a selection of initial guesses, auxiliary linear operators
are quite essential to find the homotopic solutions for flow analysisHss@ai et al.(?015). [zirfzilakis_and
Kafoussiag2003 obtained numerical results by a numerical technique based on the common finite difference
method. Zeeshan et a(?016 andBhraham and Tifu¢20171) solved the highly non-linear differential equation
subjected to boundary conditions by shooting method when the higher-order ordinary differential equations are
converted into the set of first-order simultaneous equations, which can be integrated as an initial value problem
using the well known Runge-Kutta Fehlberg fourth-order scheme. The initial guesses for the unknown functions
were adjusted iteratively by Newton-Raphson’s method.

Due to the difficulties involved in two-point boundary value problems, several researchers have explored different
approaches for solving these types of problems. The differential transformation method has been proved to be
effective to provide approximate analytical solutions as it does not require many computations as carried out
in Adomian decomposition method (ADM), homotopy analysis method (HAM), homotopy perturbation method
(HPM), and variational iteration method (VIM). Also, the differential transformation method introduc#tidy

(1986 has been used in many engineering and scientific research papers due to its comparative advantages over
the other approximate analytical methods. These numerical method could be used to solve differential equations,
difference equation, differential-difference equations, fractional differential equation, pantograph equation and
integro-differential equation, to solves nonlinear integral and differential equations without restrictive assumptions,
perturbation and discretization or round-off error.

The system of equation&)—E2) with the corresponding condition&3)—(34), is interpreted numerically using
BVP solution technique built in Maple.

In this paper, the coupled ordinary differential equatidd®{@2) are solved numerically with boundary con-
ditions using a special type of BVP technique, namely, the higher derivative method (HDM) with A-stability
property. The HDM method can be applied for the determination of efficient solution to some boundary value
problems, which are described by nonlinear ordinary differential equationsCisee et al.(2017). The dis-

cretization of boundary value problems based on HDM scheme. It is experienced that most of the test runs quickly,
in a few seconds. The Maple code is attached in the Appendix.

During our investigations, the velocity and temperature changes in the boundary layer are examined and the effects
of the parameters on the solution are illustrated on the figures.

The boundary value problems can have the situation that either no solution or multiple solutions exist even for the
simple set of differential equations (sBegrér (2012 andHussaini and L akirfT986). Here, the boundary value
problem in Maple with applying the HDM method was solved. From the implementations we realized that two
differential solutions exist, call them an upper and a lower solutions for velocity distribution, these are denoted by
green and yellow curves and exhibited on Eidor m = 0, Pr = 10, 5 = 0.1 and for the length ofy,,,... = 6. The

Prandtl numbePr = 10 is fixed as a typical value of kerosine based ferrofluid. The obtained solutions of thermal
distribution can be seen on Fi§, where we have lower and upper solutions, same as in the case of velocity, but in
this case, the lower solution is in a good agreement with publish&Ewinger(T968).

The ferromagnetic parametgrhighlights the effect of the external magnetic field. The variatio @ shown
on Figs.B-B. It is can also be noticed that the boundary layer thickness is different for different valgesbé
thermal boundary-layer thickness is smaller than the corresponding velocity boundary-layer thickness.

The effect of parametern is presented in Fid8 for the shear stress at the wall, and the impact on the heat transfer
at the wall in Fig 4. It can be checked from the figures that for the increasing valugstbe surface shear stress
17(0) decreases, and the effect is opposite for the heat transfedfdte

FigureB shows the dependence of temperature profiles on the Prandtl number. Greater valuessafit in thin-
ning of thermal boundary layers. It is observed that an increasing in the Prandtl number decreases the temperature
profile in the flow region.
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Figure 2: The effect of on the velocity distribution forn = 0, Pr = 10, 8 = 0.1
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Figure 3: The effect off on the temperature distribution fer = 0, Pr = 10, 3 = 0.1



Figure 4: The velocity distribution for varying (m = 0, Pr = 10)
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Figure 5: The temperature distribution for varyigm = 0, Pr = 10)

0.35 T

0.3

0.25

f"(0)

0.15

0.1

0.05

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

Figure 6: The shear stress at the wall for = 10, 3 = 0 ands = 0.1
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Figure 7: The heat transfer at the wall Br = 10, 6 = 0 and3 = 0.1

Figure 8: The effect of the Prandtl number= 0 andg = 0.1

11



4 Conclusions

This paper presents similarity solution of the boundary layer flow and heat transfer over a cold wall of a ferrofluid
fow in the presence of spatially varying magnetic field. By means of similarity transformation, the governing
mathematical equations are reduced into ordinary differential equations which are then solved numerically us-
ing a higher derivative method. The effects of some governing parameters namely ferromagnetic patameter
Prandtl number and power law parameter on the flow, and heat transfer characteristics are graphically presented
and discussed. The findings of the numerical results can be summarized as follows:

(i) Dual solutions exist for the system of equatioB3)¢(22) with the corresponding condition&3)—(24).

(i) The effect of the external magnetic field is shown by he ferromagnetic parametéhe boundary layer
thickness is different for different values gf The thermal boundary-layer thickness is smaller than the
corresponding velocity boundary-layer thickness.

(iii) The increasing of parameten is to decrease the surface shear stif¢$8), and the effect is opposite for the
heat transfer rat®’ (0) on the wall.

(iv) The increase of the Prandtl number leads to a decrease of the temperature profile in the flow region.
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Nomenclature

a [m] distance

A [K +m~(m+D]  coefficient

c [J/K] thermal heat capacity

C1,Cy [ parameters

f [-] similarity velocity function

H [A/m] magnetic field strength

Iy [4] dipole moment per unit length

k [W/mK] thermal conductivity

K [A/mK] pyromagnetic coefficient

m [-] constant

M [A/m] magnetisation of the field

T [K] temperature

T. [K] Curie temperature

Ty [K] wall temperature

Two [K] fluid temperature far from the wall
Uoo [m/s] fluid velocity

U, v [m/s] velocity components

Uny [m/s] wall velocity

T,y [m] distances parallel and perpendicular to the wall, respectively

Greek symbols

n [ similarity variable

o [] similarity temperature function
o [Vs/Am] permeability of the vacuum

v [m?/s] kinematic viscosity

p  [kg/m3]  density of the fluid

¢ [4] scalar potential

v [m?/s] stream function
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Appendix

The HDM adapt procedure is applied to determine the approximate numeric solution. The simulation gives the

value of unknown parametef$ andC, and then we get the figure of all solution functions.

>

>

>
>

diff(y3(x),x)
diff(y4(x),x)

restart:

read("HDM.txt");

Digits:=15;

EqODEs: [dlff(yl(x) X) = y2(x),diff(y2(x),x) = y3(x),

*y2(x) *y2(x)-(m+1)i2  *yl(x) *y3(x)+b *y4(x),

y5(><)

diff(y5(x),x) = -Pr *((M+1)/2° *y1(x) *y5(x)-(m+1)  *y4(x) *y2(x))];

>

vVV V V. V V V V V V V

vV V V V V

>

bcl:=evalf([yl(x),y2(x),y3(x)-B,y4(x) - 1,y5(x)-C]);
bc2:=evalf([y2(x)-1,y4(X)]);

Range:=[0.,5.6];

pars:=[m=0.00,beta=0.1,Pr=4];

unknownpars:=[B,C]; nder:=5;nele:=20;
atol:=1e-6;rtol:=atol/100;

sol:= HDMadapt(EqODEs,bc1,bc2,pars,unknownpars,nder,nele,Range,atol,rtol):
sol[1][(nops(sol[3])+1) * NOpS(EqODES)+1..nops(sol[1])];
sol[4];

sol[5];

NN:=nops(sol[3])+1; print(y5(x));

node:=nops(EqODESs);

odevars:=select(type,map(op,map(lhs,EqQODES)), function’);
xx:=Vector(NN):
xx[1]:=Range[1]:

for i from 1 to nops(sol[3]) do xx[i+1]:=xx[i]+sol[3][i]: od:
for j from 1 to node do

plot([seq([xx[i],rhs(sol[1][i+NN « (-1)])],i=1..NN)],

axes=boxed,labels=[x,odevars][j]],style=point);

>

end do;
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Planar Elongation Flow Analysis of Non-Newtonian Fluids Using
a Disk-Shaped Bob

S. Ito, S. lwata, Y. Sugihara, T. Takahashi

Planar elongation viscosity is a material property involved in extensional deformation, which plays a significant
role in many processes such as film-casting and coating. As for the elongation behavior of a polymeric film,
some commercial measurement methods are available. However, these measurement methods cannot be applied
to liquids with lower viscosities. A method of measuring planar elongation viscosity, especially for low viscosity
liquids, has been proposed, which generates a planar elongation flow by pushing a bullet-shaped bob into a cup
filled with the sample liquid. The pushing force, which can be measured by a conventional rheometer, reflects
the responses of shear, planar extensional deformation, and buoyancy. However, measurements using a bullet-
shaped bob may be strongly affected by the shear flow between the bob and the cup. Therefore, an alternative
measurement using a flat disk-shaped bob is proposed, in order to significantly reduce the influence of shear
flow. However, such improvements cannot be estimated numerically. In this study, we performed numerical
simulations of viscoelastic fluids for both measurement methods to clarify the shear flow effects.

Nomenclature

E [Pa] elastic stress tensor

F [N] applied force

g [m/s?]  gravity acceleration

g [m/s?] gravity vector

G [Pa] relaxation modulus

h [m] gap between bob and cup
L [m] representative length

p [Pa] pressure

Q [m*s] volume flow rate

R [m] radius

S [m?  surface area

S [s] rate of deformation tensor
u,w [m/s]  velocity inr, z direction
v [m/s]  velocity vector

Vp [m/s]  bob sliding velocity

a, s [-] Giesekus model parameter
y [s']  shearrate

) [-] unit tensor

£ [s7] elongation velocity

o [Pa-s] zero-shear viscosity

12 [rad] radial angle

A [s] relaxation time

P [kg/m®] density

T [Pa] extra stress tensor

v [m?]  gradient operator

|

[s7] second invariant of deformation tensor
[s¥] third invariant of deformation tensor

a

o
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Subscripts and Superscripts

b bob

c cup

hd hydraulic mean depth

m smallest

M largest

PE planar elongation

r,z direction

T transpose

v contravariant convective derivative

1 Introduction

Planar elongation flow of viscoelastic fluids can be observed in film-casting, blow molding, and coating
processes, among others. Such processes can be affected by the material response under extensional deformation,
which is different from the response under shear deformation. To evaluate the planar elongation behavior of such
fluids is important for the design and operation of the processes. However, useful planar elongation viscosity
measurements are not available, because it is difficult to generate a steady planar elongation flow field, especially
for low viscosity fluids. Sugihara et al. [1] proposed a method of measuring the planar elongation viscosity,
which uses the planar elongation flow generated by pushing a bullet-shaped bob into a cup filled with the sample
liquid. A commercial stress-controlled rheometer was used to measure the normal force at a given bob speed. The
normal force is equivalent to the summation of resistance forces acting on the bob, such as a buoyancy force,
pressure, and extra stresses due to the elongation and shear flows. The bullet-shaped bob and cup are precisely
manufactured to generate a planar elongation flow at a desired planar elongation rate, as shown in Figure 1. This
method is useful for lower viscosity liquids. However, the Trouton ratio of the planar elongation viscosity of the
Newtonian fluid was approximately 10° times higher than the theoretical value of 4. On the other hand, Sugihara
et al. [1] also showed numerical results, such as the streamline and shear rate profiles shown in Figure 2. They
pointed out that the resistance force on the bob is dominated by shear flow due to the longer narrow gap between
the bob and cup, and it is necessary to reduce the influence of the shear flow for accurate planar elongation
viscosity measurements.

To reduce the effect of the shear flow at the gap, a flat disk-shaped bob with a knife-edged rim was proposed [2].
Figure 3 shows a schematic view of the disk-shaped bob. This technique was intended to reduce the influence of
the shear flow significantly because the length of the narrow gap is infinitesimally short. However, it was
necessary to assume a representative length L of the shear and elongation flow region instead of the length of the
test section in order to estimate the resistance force to evaluate the planar elongation viscosity. The choice of this
representative length is important to increase the accuracy of the elongation viscosity measurement. They used
the hydraulic mean depth as the representative length, so that Trouton ratio of the flow channel of Newtonian
fluids agrees with the theoretical value of 4. Ideally, the representative length characterizing the flow field should
be determined based on an analytically or experimentally obtained velocity distribution. The flow field occurring
around the disk-shaped bob and the cup, however, has not yet been revealed. In this study, we perform a
numerical simulation of a viscoelastic fluid for the flat disk-shaped bob to clarify the effect of the shear flow
region on the resistance force and the validity of using the hydraulic mean depth as the representative length.
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Figure 1. Boundary conditions of flow analysis in the bullet-shaped bob geometry.
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Figure 2. (a) Streamlines and velocity profile and (b) shear rate profile of the flow channel between the cup and
bullet-shaped bob sliding at V,=0.1 mm/s.
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Figure 3. Schematic of flow problem between the disk-shaped bob and cylindrical cup.

2 Numerical Analysis
2.1 Governing Equations

The isothermal and steady state flow of a viscoelastic fluid is governed by the following basic equations, i.e.,
equation of continuity (1), momentum equation (2) and constitutive equations (3) and (4) as follows.

V-v=0 @)
pV-Vv=-Vp+V. .7+ pg (2
T=2n,SS+E ®)

(4)

E+2E+(a/G)E2=2p,(1-5)S

where S is the deformation tensor (2S=Vv+Vv') and the upper convected derivative of the elastic stress &
defined in equation (5), which is the elastic part of the extra stress z. The unit mode Giesekus model [3] is
employed as a constitutive equation with a zero-shear viscosity 7, a relaxation time A, model parameters «, s and
relaxation modulus G =7, (1-s)/ 4.

v 5
E=v.VE— (W -E+E.v) ®)

The elastic-viscous—split-stress (EVSS) method [4] for viscoelastic flows is used to improve the convergence of
the analysis. Biquadratic interpolation and linear interpolation are used for the velocity and the pressure field,
respectively. A 4x4 sub element scheme and stream up winding method [5] are employed for discretization of
constitutive equations using the Galerkin finite element method by POLYFLOW software ANSY'S 19.0.
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2.2 Boundary Conditions

Figure 3 is a schematic illustration of the flow geometry with a disk-shaped bob. 2D asymmetrical flow was
assumed in this simulation. The radius of the disk-shaped bob, the rod, and the inner cup are Ry, Rs, and R,
respectively. The upper part of the disk is slightly conical in shape.

Boundary conditions are summarized in Figure 4. The flow at the inlet boundary is taken to be fully developed at
a given flow rate with a specified profile velocity and components of the elastic stress E, as well as the total
stress are set to vanish at the outlet. No-slip conditions are assumed along the surfaces of the cup wall and the
bob. The bob is fixed, and the cup wall moves up at the bob sliding speed V,,.

Figure 5 shows a mesh profile of the calculation domain consisting of 7,620 elements. A close-up of the mesh
profile around the tip of the disk-shaped bob is shown on the right side. The tip of the disk-shaped bob is slightly

rounded to relax the singularity effect.

!

Outflow I
u=20 I
(-pd+1)-n=0 |
!

!

w,, =1.28w,

|
Disk-shgped bob

| v=0

| w=0 Cup wall

Symmetrical axial w = Bob sliding speed V,

u=0
Trz=rl96'=0
w

Gravity
¥4
Inflow U \

u=10 . !
w = Fully developed |

T = Fully developed i r—m\f\

w, =V, i

Figure 4. Boundary conditions for flow analysis between the cup and disk-shaped bab.
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Figure 5. Overview of mesh profile (left side) and its close-up view around the tip of the disk (right side).
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2.3 Material

M1 fluid [7, 8] was used as a low-viscosity viscoelastic liquid, and was measured by a rheometer MCR301
(Anton Paar Corp.). Figure 6 shows the rheological properties of the M1 fluid. The M1 fluid shows an almost
constant shear viscosity over the tested shear range but exhibits slightly shear-thinning behavior (Figure 6). The
data of storage modulus G’ and loss modulus G are replotted from Te Nijenhuis et al. [10].

We also fit parameters of the unit mode Giesekus model to the experimental data. The rheological curves
obtained by this fitting are shown as the solid lines in Figure 6. The model parameters used in the simulations are
179=1.64 Pas, 1 =0.200 s, &= 0.500, and s = 0.595.

1000 5
@ : Measured by Sugihara
4. B : Mcasured by Te Nijenhuis
100 4
| L/
— u
vy IOE
m E
=T
=
— 13
< 3
B
No]
-0l
[
001
0.001 T e e
001 0.1 I 10 100 1000

¥ [s71], @ [rad™]

Figure 6. Rheological properties of the M1 fluid: Storage modulus G’, Loss modulus G”, Shear viscosity 7.

2.4. Estimation of Resistance Forces

In the case of the disk-shaped bob, the summation of the apparent resistance force F’ can be written as:
F'=F-F=F+F, +F¢ (6)

where F is the net resistance force, F, is the buoyancy force, F is the contribution of the shear stress acting on
the aspect of the bob, Fq, is the contribution of the pressure drops of the shear flow, and Fpg is generated by the
planar elongation flow in the test section [2]. In the case of the bullet-shaped bob, F, will be the dominant force,
because the shear stress acting on the bullet-shaped bob is much bigger due to the longer channel, as shown in
Figure 2(a). However, the shear stress acting on the surface of the disk-shaped bob can be neglected because of
the knife-edged rim, giving Fs=0. In addition, shear stress will be generated on the cup surface in the narrow gap
region. Sugihara et al. [2] assumed that F, is given as follows:

7
F, :ﬂREIOL(—Z—pjdz:ﬁRE(—Z—pJL )
z zZ
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In the experimental measurement of planar elongation, we treat the M1 fluid as a power-law fluid (flow
coefficient power-law index K=1.25 Pa-s") [2]. Assuming a power-law fluid, the pressure gradient over a
representative length L can be calculated. Finally, the planar elongation rate can be given as follows:

RV (8)

C

L(R’-R,?)

. Q
7(R?-R))

3

1
X — =
L

Here, the choice of representative length L is important for the disk-shaped bob. Sugihara et al. [2] used the
hydraulic mean depth Ly as L [9], which gave the experimentally obtained Trouton ratio of the Newtonian fluid
the theoretically predicted value of 4.

7r(RC2 - sz) R, —R, 9)
Lhd = > =
7(R,+R)) 2

Lyq is half of the width between the tip of the disk-shaped bob and the cup wall.

3 Results and Discussion
3.1 Results of Numerical Simulation

Figure 7 shows the apparent resistance force F’ generated by the flow between the cup and the bob. The solid
line with open circles indicates experimental values replotted from [2]. The dashed line with solid circles
indicates F’ obtained by the numerical simulation. F’ increases linearly and agrees well with the experimental
data. The relative error with respect to the experimental value at V,=10 mm/s is -0.73%. Therefore, the validity of
the numerical simulation is confirmed.

Figure 8(a) shows streamlines in the flow field. The magnitude of velocity is indicated on each streamline by the
color scale. Fully developed flow enters from the bottom of the cup. The mean inlet velocity in the z-direction

W, is 0.1 mm/s, which is the same as the bob sliding velocity V,,. The streamlines are parallel to each other. The

streamlines are gradually concentrated and smoothly enter the narrow gap between the disk-shaped bob and cup.
However, no vortex was found in the calculation domain. Approaching the gap from the bottom, the flow
velocity is dramatically increased up to about 8.76 times faster than the mean inlet velocity. The value is
dependent on the flow geometry. After passing through the narrow gap, the streamlines diverge smoothly and the
velocity profile changes again to parallel flow. Numerical results at V, = 10 mm/s are similar to those at V, = 0.1
mm/s.

Figure 8(b) shows a contour plot of the elongation rate, which can be evaluated by equation (10) [6],

o =311, /11, (10)

where Ilg and Il14 are the second and third invariants of the deformation tensor S, respectively. It was found that
strong elongation flow is clearly generated in the entrance region of the narrow gap.
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Figure 7. Apparent resistance force generated by flow between the cup and the bob.
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Figure 8. (a) Streamlines and velocity profile of the M1 fluid. Sliding velocity of the disk-shaped bob was V,=0.1
mm/s. (b) Elongation rate profile at V,=0.1 mm/s. (c) Shear rate profile at V,=0.1 mm/s.
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3.2 Validity of Representative Length

A shear rate profile for the calculation domain is given in Figure 8(c). It is readily apparent that the area of shear
flow in the disk-shaped geometry is much smaller than in the bullet-shaped bob geometry shown in Figure 2(b).

An enlarged view of the shear rate contour plot around the edge of the disk is shown in Figure 9. The wall shear
on the cup is biggest just beside the tip and falls off rapidly with increasing distance from the tip. Figure 10
shows the normalized wall shear rate along the cup surface near the tip. The shear rates at four sliding speeds
(Vp=0.1, 1, 5, 10 mm/s) were normalized by the maximum value. The lines are very similar in shape near the tip.
This means that the normalized shear region is independent from the bob sliding velocity V,. Therefore, it is
reasonable to determine the representative length from the shear rate profile on the cap wall. The hydraulic mean
depth Lny matches the range of high shear rate, y/y, . >09. Thus, the assumption of representative length is

reasonable in the estimation of elongation viscosity.

Figure 9. Shear rate profile around the edge of a disk-shaped bob at Vy=0.1 mm/s.
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Figure 10. Effect of bob velocity V,, on normalized shear rate on the cup wall surface. R,=8 mm, R;=8.5 mm,

h=0.5 mm, Ly4=0.25 mm.
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3.3 Effect of Bob Geometry on Representative Length

We examined the effect of the radius and gap geometry on the shear rate profile along the cup wall. The bob
geometry was changed gradually in two ways: (1) R, and R, were changed with constant gap h, and (2) the gap h
between the bob and cup was changed with constant cup radius R.. Figure 11 shows the calculation results for the
constant gap cases. The shear rate on the cup wall is normalized by its maximum value. Twenty lines overlap in
Figure 11, and they are all very similar to each other near the tip. Each hydraulic mean depth L4 agrees with the
range of over 90% of its maximum shear rate value.

Figure 12 shows the simulations result for the constant R. cases. The bob radii are varied as R,=6.5, 7.5, 8, 8.1
mm, and the gaps are varied as h=2, 1, 0.5, 0.4 mm. The shear rate on the cup wall is normalized by its maximum
value. When the horizontal axis of the figure is normalized by the gap h, the similar profiles were obtained.
These simulation results indicate that the choice of Ly is applicable to various bob geometries.

Ry [mm] | Rc [mm] | h [mm]
8 8.5 0.5
5 5.5 0.5
11 115 0.5
20 20.5 0.5
25 25.5 0.5
8.1 8.5 0.4
7.5 8.5 1
6.5 8.5 2

Table 1. Geometric parameters of the disk-shaped bob.
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Figure 11. Normalized shear rate on cup wall surface near the tip. R,=5, 8, 11, 20, 25 mm. L;3=0.25 mm.
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Figure 12. Normalized shear rate on cup wall surface near the tip. R,=6.5, 7.5, 8, 8.1 mm. Lp¢/h=0.5 mm.

34 Effect of Thickness of the Disk-shaped Bob on Resistance Force

The accuracy of the estimation of planar elongation viscosity can be improved by increasing the contribution of
the planar elongation stress Fpe compared to the resistance force F’. In the case of the bullet-shaped bob, the
ratio of Fpg to F’ is about 0.4% [1] due to the bigger shear region as shown in Figure 2(b). However, in the case
of the disk-shaped bob, the ratio can be dramatically improved up to 44.8% at V,=10 mm/s, because the region of
shear flow near the narrow gap is eliminated. We numerically evaluated the effect of the longitudinal length (bob
thickness 1) of the narrow gap, as shown in Figure 13, on the ratio of Fpg to F’.

Figure 14(a) shows streamlines in the flow field at I=5 mm and V,=0.1 mm/s. Figure 14(b) shows a contour plot
of the elongation rate. The maximum elongation rate is almost the same as that at I=0 mm and V,=0.1 mm/s. A
shear rate profile for the calculation domain is shown in Figure 14(c). Strong shear flow is obvious in the narrow
gap region depending on the length of | and that increases the shear contribution, Fssand Fg,. Figure 15 shows the
effect of the thickness length I and the bob sliding speed V,, on the apparent resistance force F’. The humbers on
the right side indicate the ratio of the elongation stress term Fpe to the apparent resistance force F’ at V,=10
mm/s. It is clear that the thinner disk-shaped bob is preferable for the measurement of elongation viscosity.
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Figure 14 (a). Streamlines and velocity profile of the M1 fluid. Thickness of the disk-shaped bob is I=5 mm.
Sliding velocity of the disk-shaped bob is V,=0.1 mm/s, (b) Elongation rate distribution. I=5 mm, V,=0.1 mm/s,

bob has thickness I.
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(c) Shear rate distribution. 1I=5 mm, V,=0.1 mm/s.
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Figure 15. Apparent resistance force generated by flow between the cup and the bob. Left numbers indicate the
contribution of planar elongation at a bob velocity V, of 10 mm/s.

Conclusions

We performed a numerical simulation of a viscoelastic fluid for the measurement method using a disk-shaped
bob developed by Sugihara et al. [2]. Approaching the gap, flow velocity increases dramatically, and a strong
elongation velocity is clearly generated in the entrance region of the narrow gap.

The wall shear rate profiles near the tip are similar for four different bob sliding speeds. The width of the
normalized strong shear region was the almost same as the hydraulic mean depth. Therefore, the validity of this
assumption in the calculation of elongation viscosity for the disk-shaped bob was confirmed.

The effects of bob and cup geometry were examined. The hydraulic mean depth matched the region of high wall
shear rate, confirming the validity of the use of the hydraulic mean depth as the representative length.

Shear rate distributions for the disk-shaped bob and the bullet-shaped bob are compared. The effect of shear in
the disk-shaped geometry is much smaller than that in the bullet-shaped bob. The thinner disk-shaped bob is
preferable for the measurement of elongation viscosity, because the influence of shear flow along the wall surface
is significantly reduced.
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Shear Layer Generation in Yield Behavior of Gels

Y. Sato, I. Homma, T. Takahashi

The shear layer generation at the yield point and its recovery process are observed by the twin-drive rheometer.
When the stress-ramp test or the shear rate-ramp test is applied to the colloidal gels, the stresses acting on the
plates show different values under certain conditions. The bottom plate is used as a driving side, and the stress is
controlled. Additionally, the upper plate side is a fixed side. The stress acting on the upper plate increases with
the bottom plate, but at the occurrence of the yield behavior the different curve from the bottom plate is suddenly
revealed. The stress acting on the upper plate becomes low, and the difference between the two stresses
increases with an increasing stress or shear rate. This means that the shear stress is not constant over the gap,
and a shear layer is generated. In the case of a small stress-ramp rate, the stress on the upper plate becomes the
bottom value from the bottom plate stress at the yield point, but it returns to the same curve a few seconds later.
The two layers of the shear layer generated at the yield point are adhered by the structure recovery, and the
shear layer then disappeared.

1 Introduction

There are many fluids which show this yield-like behavior while having flowability in our daily life. Food
products such as margarine and mayonnaise, cosmetics such as skincare cream, and a type of grease are such
examples of this yield-like behavior. Oils, particles, and bubbles in the products form the macro structure from
the weak binding force and maintain their shape from a weak force like gravity. Furthermore, when the force
exceeds a certain value, the fluid suddenly begins to flow. The concept of the yield was presented by Bingham
(Bingham ES, 1916). This sudden change is similar to the yield point in the metal, soft matter can recover it up
to the mechanical property before the yield by the static time, which is completely different from the yield of
metal. These phenomena are closely related to the functionality of the product. For example, the handling
property in the cosmetics field such as skincare cream is controlled by the yield stress before taking the sample
from the container (Nikko Chemicals Co. Ltd., 1996). However, the research related to the mechanism of the
yield behavior on the functionality of the soft matter is still being studied (Okamoto T et al., 2014; Nabata Y et
al., 2014; Watanabe K et al., 2012; Ovarlez G et al., 2012; Garcia MC et al., 2016; Dinkgreve M et al., 2016;
Ovarlez G et al., 2013; Brown JR et al., 2011; Boujel J et al., 2012).

Although a previous research paper written by Barns claimed the materials considered as “Bingham’s plastic
material” did not show the true yield stress (meaning the material continues to flow under the yield stress), it was
not considered to be the wall slip (Barns et al., 1985). The apparent viscosity increases up to an infinitely high
value over time by using the rough plate (Coussot et al. 2006; Moller et al. 2009). The flow, including the wall
slip, shear-banding, and the shear-layer is an important factor when the industrial products are used. It is
investigated by using special facilities and techniques. (Pérez-Gonzalez, J et. al, 2012; Coussot P et. al, 2015).
The author has reported that the shear layer at the yield-like behavior is evaluated by the twin-drive rheometer,
which is equipped with a conventional measurement system in the upper and the bottom plates. Each of the
plates can independently control the torque applied to the sample and measure the strain that is generated. Thus,
it is possible to simultaneously measure the shear stress acting on the upper plate while applying the shear stress
to the bottom plate. The stress-ramp test and the shear-rate-ramp test were carried out with various acceleration
values, and the stress difference between the upper plate and the bottom plate was measured. Based on these
results, we discussed the generation of the shear layer in the gels (Sato Y, 2018). In this research study, we have
focused on the generation of the shear layer in yield behavior of gels using the twin-drive rheometer in clay
dispersing colloidal gels.
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2 Materials and Experimental Methods
2.1 Sample

The colloidal gels used in this experiment consisted of silicone oil, hectorite, and PEO. The concentration of the
hectorite (800x80x1~3 nm) is 8wt%, and the PEO concentration is 2wt%. The microscope image is shown in
Figure 1. The black lump (seen on the right side) of approximately 0.1 mm is an agglomerate of hectorite. The
silicone oil was used as a Newtonian fluid (Shin-Etsu Chemical Co., Ltd.).

Figure 1. The observed microscope image in clay dispersing colloidal gels.
2.2 Rheometer

In this study, we used the rheometer which is MCR702 (Anton Paar Co., Ltd.) which is twin-drive stress-
controlled rheometer. As we have already described above, the rheometer can measure independently each of the
stress in the upper and the bottom plates. In this research, “2EC isolation transducer mode” which rotates only
the bottom plate while fixing the upper plate was used as shown in Figure 2. Both of the upper and the bottom
plates are the flat disk of 25 mm in diameter and they consist the parallel plate geometry. Both plates are made
from the stainless steel. The gap between the plates is constant at 0.5 mm in all test. 0.5 mm is enough large to
the particle size of the colloidal gels.

Sensor
Motor

Upper plate

Bottom plate
Rotate

Sensor
Motor

Figure 2. The outline drawing of the twin-drive rheometer.
2.3 Stress-ramp Test

The accurate value of the yield stress cannot be evaluated using the step shear test due to the destroyable
discontinuous rapid acceleration that occurs at the start of the test. Therefore, the generation of the yield behavior
is observed by the stress-ramp test in this study. The stress-ramp test is a rheological test, which increases the
shear stress gradually from zero to a certain value in the same stress-ramp rate. The stress-ramp rate is an
important parameter related to the time-dependent characteristics of the samples.

In the stress-ramp test using the twin-drive rheometer, it seems possible to detect the generation of the shear
layer by measuring and comparing the stress acting on the upper and the bottom plate, in addition to the yield
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behavior. In a steady shear flow field, Couette flow generally occurs. In this steady flow state, the same shear
stress should be acting on the upper and the bottom plates. Even if the shear band is formed, there is no
difference in shear stress acting on the upper and the bottom plate in the steady flow field. On the other hand, a
stress difference between the upper and the bottom plates would be observed in the transient flow field by the
stress-ramp test, because of the delay of the development of the flow field. Furthermore, there is a possibility to
detect the generation of the non-uniformity in the velocity profile caused by the shear-band or the shear layer, by
monitoring the occurrence of the stress difference.

In this experiment, the influence of the transient flow field on the stress of the upper and bottom plates in the
stress-ramp test was investigated. By substituting the torques Mgper and Myqrom that are acting on the upper and
the bottom plates during the flow into the equations (1) and (2), the stresses acting on each of the upper and
bottom plates were calculated.

4M

upper

tupper(”upper) = 31_[;3; @
4AMpore

rbottom(Mbottam) = Sntligum (2)

Here, d is the radius of the plate used for the measurement.

The stress-ramp test with a stress-ramp rate of 0.5 Pa/s was carried out after the pre-shear to eliminate the
influence of the loading sample in each test. The static time was set after the stress-ramp test to recovers up to
the mechanical property and the sample can show the same yield behavior again by the static time. All tests
confirmed the repeatability from multiple experiments.

2.3 Shear rate-ramp Test

In the stress-ramp test, the viscosity decreases suddenly due to the occurrence of the yield behavior. In the case
of a stress-controlled test, the plate on the driving side increases the rotation speed with rapid acceleration in
order to reach the corresponding shear rate according to a sudden viscosity drop. The stress difference measured
at the time of the sudden change in the transient rotation may not only include the yield behavior, but also the
effect due to the rheometer such as the inertial force of the plate. The shear rate-ramp test (which increases the
rotational speed at a constant ratio) was conducted to confirm the inertial effect. The shear rate increased from
zero to 100 s for the colloidal gel at a specific ratio. The parameter to consider is the shear rate-ramp rate b, the
stress acting on the shear layer, and other layers in the transient test. The pre-shear and the static time are also
applied, such as the stress-ramp test. All the tests were able to confirm the repeatability from multiple
experiments.

3 Result and Discussion
3.1 Stress-ramp Test

Figure 3 shows the transient behavior of the upper stress at each stress increase ratio. In addition, the value of the
yield stress estimated from stress-strain curve (where the slope of the curve suddenly changes) is pointed out by
an arrow in each plot in Figure 3. Here, 7,; and z,, are the first and second yield stress, respectively. The bottom
stress acting on the bottom plate is applied as the input condition. The upper stress acting on the upper plate,
which is the fixed side for this test, is followed with the bottom stress on the lower plate. However, the upper
stress cannot follow the bottom stress when the stress exceeds a certain stress level. The sudden stress difference
between the upper and bottom plates is in good agreement with the yield stress estimated from stress-strain curve,
which shows that the stress distribution of the sample in the plates became non-uniform due to the sudden
viscosity decrease at the yield behavior. Figures 4 shows the time change of the upper and bottom stress for the
stress-ramp test for the silicone oil. The upper stress shows a slightly lower stress than the bottom stress as the
stress-ramp rate increases, but the stress difference is much smaller than the colloidal gel shown in Figure 3.
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The results were observed in more detail in Figure 3. Regarding the behavior after the stress difference occurred
between the plates, the stress difference generated at the first yield recovered immediately and exhibited almost
the same stress value as the bottom plate once again in the case of the 0.3 or less stress-ramp rate. After that, the
upper stress acting on the upper plate decreased at the second yield and increased again after showing the
minimum value. In the weak bond which formed the structure, it is considered that the shear layer is formed due
to crack propagation, such as the dislocation of the metal fracture after the first yield generated the fracture from
a weak part. In the region where the macrostructure is destroyed, the viscosity of the sample decreases and the
shear rate increases. This does not occur throughout the entire flow path, but rather just the shear layer. However,
when the stress increase ratio is low, the shear layer is thin and the rotation speed is low. The shear layer
disappears immediately, and the stress difference between the upper and bottom plates ends only at the moment
the yield behavior occurs. After that, the structure breaks incrementally until the second yield, and the viscosity
decreases slowly. On the other hand, the shear layer formed by the first yield rapidly increases the rotational
speed of the plate and decreases the viscosity of the fluidization when the stress increase ratio is 1.0 Pa/s.
Therefore, the stress difference between the upper and the bottom plates at a stress-ramp rate of 0.3 or less does
not occur. In addition, the second yield was observed only at 0.5 Pa /s. The second yield is considered, as some
macroscopic / microscopic structure is formed during shear flow and it occurs when it rapidly breaks, even
though the formation of the structure related to the second yield is inhibited when the stress increase rate is high.
This is also considered as an influence of the shear layer. The authors reported the following as a previous study
(Homma I, 2017). The high-speed optical microscopy which can observe the structure within several hundred
microns was conducted in order to analyze the velocity of the oil particle. From the start of the flow to 1.5
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seconds, the particle close to the stationary plate moves at almost the same velocity as the rotational bottom plate.
This means that the shear-layer is generated in the vicinity of the stationary plate, and the sample above the
shear-layer moves at the velocity close to the rotational bottom plate as a bulk. Over 1.5 seconds, the velocity
decreases suddenly and approaches zero. The shear-layer expands to the entire gap and forms a Couette flow.
Eventually the particle velocity approaches zero near the stationary upper plate. It was verified to quantitatively
evaluate the occurrence of the shear layer generation, the increase of the thickness of the shear layer, and the
development of the velocity distribution over time. This result shows that a thin shear layer was formed in the
vicinity of the fixed plate at the beginning of the flow, and is the reason for the above consideration.

Next, we examine the relationship between the upper stress and the strain obtained in Figure 3. The result is
shown in Figure 5. All the results of the stress-ramp rate are plotted on the one curve. The upper stress maintains
a nearly constant value over a wide strain range. At all stress-ramp rates, the stress increases almost in proportion
to the strain in the low strain region and the region dominated by elastic behavior before the first yield have been
detected, which was not seen in other results. The upper stress decreases after the first yield and reaches the same
curve as the other results. After that, the upper stress starts to increase again for the second yield. Furthermore,
the viscosity was calculated based on the shear stresses measured on the upper and the bottom plates,
respectively. The relationship between the shear rate and viscosity was investigated. Figure 6 shows the
relationship between the upper viscosity, the bottom viscosity, and the shear rate. The elastic behavior of the low
strain region observed in Figure 5 is not discussed because the shear rate is too small. A significant viscosity was
measured immediately after the first yield, and a much higher viscosity than the other results was obtained. As
the stress rate increases, it shows low viscosity from the start of flow. Although it seems that the bottom
viscosity increases as the stress increase ratio increases, when evaluated by the shear stress of the upper plate
fixed side all results appear to agree very well. Although the detailed reason is still unknown, there is a
possibility that the conventional rheometer cannot measure the accurate viscosity in the gels exhibiting the yield
behavior.
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Figure 5. Bottom stress zpoom and Upper stress zqper -Straint by MCR702 on the colloidal gels.
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3.2 Shear rate-ramp Test

In the stress-ramp test, the viscosity decreases and the rotational speed increases suddenly by the formation of
the shear layer after the yield behavior. The shear rate-ramp test was carried out to confirm whether the stress
difference is caused by the problem of the control system of the rheometer, or the property of the sample. Figure
7 shows the stress-strain curve and the time change of the stress during the test. At a shear rate-ramp rate b = 5.0
s, the stress difference between the plates is very small after the occurrence of the yield. It is thought that the
stress non-uniformity is present because the strain is greatly smaller than the stress-ramp test, so that the
restructuring was influenced relatively strongly and the flow field is in a closely static state. The bottom stress
exhibits the periodic fluctuation, but it is due to the control of feedback system to reach the shear rate to a certain
value. From the above results, the stress difference during the stress-ramp test is not caused by the sudden
change of the rotational speed, but is due to the formation of the shear layer by the yield behavior and the flow
after the yield. In addition, the stress difference between the upper and the bottom plates is easier to generate in
the stress-ramp test, which applies the strain with an acceleration rather than the shear rate-ramp test which
applies the strain at a constant ratio. The shear layer develops due to the accelerated flow, which does not
disappear by the restructuring, and results in the stress non-uniformity appearing strongly.
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Figure 7. Bottom stress Typoom and upper stress z,qper during the shear rate sweep test by MCR702 on the colloidal
gels.

4 Conclusions
In this study, the stress-ramp test and the shear rate-ramp test was conducted using the twin-drive rheometer to
the colloidal gel, which results in the yield behavior being recognized. Additionally, the stress acting on the

upper and the bottom plate was measured, as well as the evaluation of the formation of the shear layer in the
flow. The obtained results are summarized below.
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In the colloidal gel, the bottom stress was applied as the input condition during the stress-ramp test, but the upper
stress deviated from the bottom stress after the yield behavior. When the stress-ramp rate is sufficiently small,
the elastic behavior before the yield was observed and the upper stress reached the same value, even though the
stress difference occurred after the first yield. When the stress-ramp rate is high, the elastic behavior was not
observed and the relationship between the upper stress acting on the fixed plate and the strain appeared on the
same curve at any stress-ramp rate. Furthermore, the bottom viscosity evaluated by the driving plate shows the
different value depending on the stress-ramp rate, but the upper viscosity was in good agreement regardless of
the stress-ramp rate. It also means that the accurate viscosity could not be evaluated by a conventional
rheometer, because of the influence of the shear layer in the case of such fluids that exhibit the yield behavior.
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The Influence of Different Arrangements of Shallow Dimples on the
Resistance of Plates Subjected to Relative Fluid Motion

J. Praf3, H. Wannmacher, J. Franke, S. Becker

Shallow dimples have long been a scientifically investigated topic to reduce the flow resistance of objects subjected
to overflow. Most of the investigations on the influence of dimples on flow resistance have so far been carried
out experimentally. Although the arrangements and flow conditions are often similar, different research activities
conclude differently concerning the effect of the surface structures. This also leads to disagreement regarding the
causes of flow resistance reductions. In this paper, time-resolved Large Eddy Simulations on two different, already
experimentally investigated setups of dimples have been carried out to better understand the effects of dimples
on the surface being subjected to relative fluid motion. In one case the dimples were examined in overlapping
arrangement, in the other case in a non-overlapping arrangement. We were able to show that the formation of
streaks near the surface significantly influences the local contribution to the flow resistance. For the overlapping
arrangement, only a slight resistance reduction of 0.12 % was determined. For the non-overlapping arrangement,
the mean resistance reduction was found to be 3.16 %. Regardless of the resistance reduction determined, a clear
interaction between longitudinal vortices near the plate and local contributions to flow resistance could be demon-
strated. Since these longitudinal vortices are directly influenced by the dimples, it is very likely that an optimized
arrangement of the dimples, adapted to the flow conditions, can reduce the resistance.

Nomenclature

A m? wetted area projected parallel to flow direction
Cw - WALE constant

D m dimple diameter

F kgms2 total resistance force

H m height of computational domain

L, m mixing length

R - correlation coefficient

S;lj s? traceless symmetric part of the square of the velocity gradient tensor
Sij st rate-of-strain tensor for the resolved scale

T - dimensionless period time

1% m?3 volume of a cell

CF,CRo - total drag coefficient, total drag coefficient of smooth plate
d m distance to the wall

Gij st velocity gradient tensor

h m dimple depth

ls m streamwise distance

l, m spanwise distance

P kgm—1s2 pressure

r m dimple edge radius

s m spacial displacement

S, m spanwise shift

t S time

u ms-! velocity

w,v,w ms! velocity components ir, y andz-direction
r,y,z M spatial coordinates

yt - dimensionless wall distance

dij - kronecker delta
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Azt - dimensionless streamwise distance

Azt - dimensionless spanwise distance
K - von Karman constant

Lt kgm-ls! eddy viscosity

v m?s—! kinematic viscosity

0 kgm—3 density

Tw kgm~!s2 wall shear stress

Tij m? s—2 sub-grid structure stresses

£ m spatial coordinate

NOL non-overlapping dimple arrangement
oL overlapping dimple arrangement
WALE Wall-Adapting Local Eddy-Viscosity Model
Subscripts and Superscripts

O temporal average of a quantity

0 spatially filtered quantity

Iy fluctuating part of a quantity

in inlet

max maximum

mean  temporal average

ref reference

i,] index

00 bulk

1 Introduction

Flow-induced resistance in viscous fluids is an important phenomenon that affects the efficiency of many technical
systems. A distinction is usually made between form and friction resistance. As friction losses occur wherever
fluids of any kind — such as air or water — show relative velocities to walls they interact with, the amount of power
expended globally to overcome these losses is significant. While the form resistance is determined by the projected
area of a body perpendicular to the direction of the relative movement — i.e. shape and cross-section — friction
resistance is mainly dependent on dimension and properties of the surface that is overflown. While form resistance
is only important in the case of bodies surrounded by flow, friction resistance plays an important role in both the
flow around and through objects. Since the flow resistance of moving objects such as a car or an airplane as well
as of fluid transport, for example through pipelines, has to be overcome by means of energy consumption, many
research projects deal with investigations on the reduction of resistance.

In order to reduce the frictional resistance active and passive methods exist. Classical active methods are charac-
terised by the fact that the flow near the wall is influenced by actuators in order to keep the flow resistance low.
Recent research aims to flatten the velocity profile by increasing the flow velocity near the wall, which destabilizes
the turbulence downstream and relaminarizes the fkmhfienef-al (?018). So far, however, this effect could

only be observed in pipe flows. Passive methods, such as the use of ribleté&s@ma-Mayoral'and _Jimeriez

(2017), protrusions (e. gSirovich-and KarlssoifT997), tabs (e. g Park et al (2008) or grooves (e. gKrieger
efal.(2018), are aimed at changing the wall geometry or structure in order to also modulate the flow, and thereby
decreasing the resistance. The potentials for resistance reduction through active methods such as boundary layer
suction (e. g.Anfonia et al.(T994), boundary layer blowing (e. gPark-and_Chb{T999), moving walls (e.g.
Baron-and_Quadri¢T996) and boundary layer influencing (e. @imarelli"ef-al.(?0T3) are higher than with

passive methods, but this effect is often relativized in the overall energy balance by the energy consumption of the
actuatorsQuadrio_and Ricc@2004). In addition, actuators are susceptible to failures, require maintenance and
additionally increase the total weight of a system, which is why passive resistance reduction methods are no less
important in research.

A promising and controversially debated approach is the use of dimples, which, in addition to reducing drag, offers
other advantages such as weight reduction of the system and low sensitivity to poliufiom (?013). Dimples

were originally studied in terms of their ability to increase convective heat transfer from walls. While this aspect
was intensively examined, only relatively few scientific papers deal with the potential of the drag reduction of
dimples Nesselrooif ef 2I(Z0T6). Since the mechanisms responsible for the reduction of drag are not yet fully
understood and as various scientists use different test setups, the published results are inconsistent and sometimes

40



even contradictory. Some scientists found in their investigations only resistance increaselSi€énhart et al.

(2008); Cashkovand Samoilové?002), while others found reductions of up to 20 % for Idvwe (Meldhuis—and
Vervoort(2?009) and 17 % for highRe in experimentsKiknadze et al(?013). However, the results of the authors
Kiknadze et al(2?0T? are discussed critically, as the experiments and related results could not yet be reproduced
and thus validated. Resistance reductions have been demonstrated for dimples with depth to diaAmgtati¢s

of less than 10 % in different arrangemeritegselrooij ef al(?01H; Meldhuis_ and Vervoar(z009; Tay (20T71);

ray ef al.(201%). Tay etal.(201% discovered in invasive (hot-wire anemometry) experiments that longitudinal
vortices introduced by the dimples near the wall have similar effects on drag reduction as active methods. Since
these structures depend very strongly on the flow conditions and it is difficult to measure them from a measurement
point of view — invasive methods show interactions with the flow, laser-based methods can only be carried out
close to the wall with considerable effort — numerical methods are required to investigate the near-wall structures
in detail. In this work we therefore use time-resolved Large Eddy Simulations (LES) to examine the effects of
two geometries already experimentally investigatediagseirooij ef al(?0T6. Additionally, a flat plate without
dimples was simulated with the same mesh resolution and boundary conditions as a reference case in order to
compare the results of the dimpled plates with.

2 Numerical Setup

In the present work, all simulations were carried out with Ansys Fluent (v17.2). In order to adequately represent
the near-wall flow, an adaptive mesh and a wall-adapting local eddy-viscosity (WALE) model for sub-grid scale
structure modeling were used.

2.1 Governing Equations

In Eqg. @ and@ mass conservation and momentum conservation in filtered, incompressible form are given, respec-
tively.
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Here SU denotes the rate-of-strain tensor for the resolved scaled)-q.denotes the kinematic viscosity ang

the sub-grid structure stresses that have to be modeled, in the current paper this was done using a WALE model as
proposed bWicoud and DucrogT999 implemented in Fluent, i. e. the eddy viscosityis modeled according to

Eq.,
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where the mixing lengtli.; and the traceless symmetric part of the square of the velocity gradient &f@sme
defined as in Eq® andB, respectively:

L, = min (/{d, CWV1/3) %)

with the von Karman constant = 0.41, the distance to the wall, the WALE constant’,, = 0.325 and the
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volume of the cellV,

1., 1.
Sy =5 (95 +93:) - 307 (6)

with the velocity gradient tensg@r; = 91, /0x;.

2.2 Computational Setup
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Figure 1: Arrangement and relations of dimples in the domain: overlapping (OL) arrangement with positions of
monitor points for correlation analysis indicatedd), non-overlapping (NOL) arrangement with positions 1-5 for
velocity analysis indicated at an arbitrary dimpieiddle and cross-section of a dimple with a path of measurement
line for velocity analysis indicated(ttom

To describe the dimples and their arrangement on a surface, six parameters are sufficient: The Biatheter
depthh, edge radiug, streamwise distandg, spanwise distanck and spanwise shift,. In the current paper,

two staggered arrangements were used, meaningthat/, /2. In the first arrangement dimples were positioned
overlapping (OL), in the second arrangement a non-overlapping (NOL) setup was used. The used setups and men-
tioned parameters are shown in Higthe corresponding unit-laden values are given in Maf.he domains have

been chosen large enough to be able to capture large-scale structures. The height wids-setie(21,;21,).

42



The dimpled wall was defined as a no-slip wall, the upper wall was defined as free-slip wall in order to simulate
a free overflown plate and the boundariegdirection andz-direction as translational periodic boundary condi-
tions. The Reynolds number based on dimple diamRter D -u/v was set via a pressure gradientitirection

and was fixed afze ~ 35 000.

Table 1: Geometrical Setup as experimentally investigateNdnselrooij ef al(201T6)
case Dinmm h/Din% [,/D [./D r/D
oL 20 2.5 2.859 1650 0.5
NOL 20 25 1.650 2.859 0.5

Special attention was paid to the used mesh. To achieve valugs af 1 as well asAz™ < 10 andAzT < 10,

the mesh near the wall was refined adaptively as shown irdFlg.every adaptive layer perpendicular to the wall

at least four cells were used. With these restrictions, a mesh convergence study was conducted to ensure that the
results are not affected by discretization errors.

S 2mm

Figure 2: Detail of the computational mesh in direct proximity of a dimf@é&)(and magnified view of boundary
layer resolutioniight)

2.3 Validation

In addition to conditiong/™ < 1, Az™ < 10 andAz™ < 10 (Erohiich (2008) two other criteria for validation

have been taken into account. First, the appropriate resolution of the boundary layer was proven since the correct
representation of physical effects in direct proximity of the wall were of major interest. For this purpose, the
dimensionless streamwise velocity of the simulation of the non-dimpled channel was compared with literature
values ofMoser ef al(1999. As shown in FigB the results are consistent with the literature values, meaning that

the physical effects close to wall can well be captured by the conducted LES.
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Figure 3: Comparison of boundary layer profile of the current LES with data for turbulent boundary layers by
Moser ef al (1999

Second, it was shown that the domain size is sufficient by considering the correlation coefficient givel in Eqg.
(Herwig_and_Schmand{?0T%) at different wall distances. According Kis_ef_al. (2015 R. should have a
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zero crossing when using periodic boundary conditions, since the correlation naturally increases to unity when
approaching the periodic boundary condition and can thus not stay at zero as it is proposed for non-periodic
boundary conditionsHrohlich (Z006). For the correlation analysis, monitor points in four differgmtranges

were evaluated at five-values, each with 2%-values distributed evenly over the entire domain. Thandz-
locations are given in Fidl. The positions iny™-direction were selected such that one measuring path lies in each

of the different ranges of the boundary layer. These ranges are i) the viscous sulytayes), i) the buffer-layer

(5 <y < 30), iii) the log-law region 80 < y™ < 100...800) and iv) the outer layen(~ > 1000). Therefore,
yT-positions4, 15, 137 and1073 were chosen. As shown in Fid.R reached zero well before= 0.4- X, which

was the same for all-locations investigated, as well as for the shown average taken over the five paths, indicating
that the domain size is chosen big enough to avoid non-physical phenomena stemming from correlated velocity
fluctuations.

u(z,t)u/(x + s,t)

Rc = (7)

\/(u’(x, t)2) (u(r T, t)2)
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Figure 4: Comparison of correlation coefficieR for different y*-locations averaged over five equally spaced
z-positions

All simulations were initialized using results from RANS simulations carried out on the same mesh superimposed
with synthetic turbulence in order to accelerate convergence. The bulk velggiais well as the pressupeat the

periodic boundary condition at = 0 and the maximum velocitymax at a point just below the free-slip boundary
condition were considered to find the point in time at which the flow no longer shows any influence from the
initial conditions. Velocities were made dimensionless using bulk velagity As no such quantity exists for
pressurep, pressure was shifted by its mean value and scaled by reference prgsste20 Pa. As shown in

Fig.B, the point from which on the quantities fluctuate around a constant value occurs from about ten flow-through
times (calculated value: 10.37)which is why averaging was started from this time on. For the non-overlapping
arrangement (not shown) time for averaging was reached at 9.16 flow-through times. Each of the simulations took
about70 000 to 72 000 CPU hours to complete.

1This is the point from which on fluctuations were so small that all values fulfilled the crj@fifuce — 1| < 0.15%.
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Figure 5: Determination of the statistically averaged state of the LES shown for dimpled plate with overlapping
arrangement (OL)

3 Results
3.1 Drag Reduction

The flow resistance of a body subjected to fluid flows is composed of form and friction resistance. Since no
wetted, projected surface perpendicular to the direction of flow is present on a smooth, parallel overflowed plate,
the component of form resistance vanishes. The total resistancefiastehe plate is thus determined exclusively

by the resulting wall shear stresg = F;/A. The total drag coefficient can be determined according tdBEq.

The areaA is the wetted area projected parallel to the direction of flow, which in the case of the smooth plate is
identical to the wetted area. In the case of the dimpled plates, the total resistancg;foooeprises not only the

friction component but also the form resistance component. The dimple also increases the wetted surface of the
plate. Since the focus of this paper is on influencing the resistance of a surface, the total resistance ceogfficient
according to EgB using the total resistance forégrelated to areal of the smooth plate was used as a reference
value. For the dimpled case, this area corresponds to the wetted area projected parallel to the direction of flow. This
type of evaluation took into account all possible influences on the resistance. In addition, the comparability with
the results given bixesselrooif ef 2[(P0TH is improved, since it corresponds to the procedure in their experiments.
Fig.B shows the ratio of total drag coefficient to drag coefficient of the undimpled platg, for the investigated
arrangements OL and NOL as well as the time-averaged values indicated by index 'mean’.

_ 2k (®)

r= pu A

It can be seen that — similar to velocity and pressure infrigthe values fluctuate around this average value. Inter-
estingly, however, the dimensionless period tirfiesf cx/cro are in the range df' ~ 7. .. 8 flow-through times

and are thus considerably longer than those of velocity and pressure fluctuations. The oscillation is furthermore
overlaid by higher frequency fluctuations and the amplitudes are higher than those of the average velocity would
suggest, but the maximum expansion is still less than 10 %. For arrangementidl=a35 000 Nesselrooi et al.

(2018 found a drag reduction of approximately 3%. In the current LES, the reduction in drag observed for this
setup was not more than 0.12% and is therefore hardly existent. Better results concerning drag reduction were
obtained with arrangement NOL, where resistance was reduced by as much as 3.16 %. However, Nesselrooij et al.
did not find any resistance reduction for this setup, but even a slight increase in resistance of little more than 2 %.
From this point of view, the results of the current LES are at first sight not in good agreement with the literature.
Since the expected and also the found differences are in the range of single-digit percentages, this fact becomes
less pronounced as the difference between simulation and experimeBtigfor arrangement OL and 5 % for
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arrangement NOL, while the measurement repeatability was already up thig€se{rooij ef al(?0716).
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Figure 6: Total drag coefficient- for the plate without dimples (REF), plate with overlapping dimple arrangement
(OL) and plate with non-overlapping dimple arrangement (NOL) relateghgo

3.2 Flow Structures and Pressure Distribution

Regardless of the actual reduction of resistance, the main focus lies on investigating the physical mechanisms
of action that influence the resistance of dimpled surfaces. For this purpose, the flow structures close to the
wall are examined in detail below. Fif.(top) shows the velocity field in a section planegt = 20. Clear
differences in magnitude arranged in streaks can be seen here, which are structures stretched and parallel aligned in
the streamwise directioiKline et all. (T967) found from their investigations of turbulent boundary layers that these
streaks are caused by rotating longitudinal vortices. The longitudinal vortices are self-maintaining in turbulent
flows and draw the necessary energy from the main flkun((20171). By different directions of rotation of
longitudinal-vortices lying alongside each other, fluid of higher velocity is either transported from the main flow
into direction of the wall $weep or fluid transport of slow fluid away from the wall into direction of the main

flow (burs? occurs. These mechanisms are shown in Fignotton). The practical relevance of these theoretical
phenomena are shown in Fifj(middlg. Streamlines are used to visualize the global fluid movement in the area
around the streaks. At areas of low wall shear stress, fluid is transported away from the wall in the direction of the
main flow. By contrast, in areas with high wall shear stress, fluid of higher velocity is transported towards the wall.
The influence of streaks on wall shear stress and thus on frictional drag has already beerEshiokah (2006).
According toKim (20T7) longitudinal vortices are responsible for a considerable part of the wall friction. It is
assumed thatweepin particular has a strong negative effect on friction resistance, as the transport of fluid with a
high streamwise velocity to the wall increases the velocity gradient and thus also the wall shear stress which can
be confirmed with the shown results of the presented LES.

Since the velocity and pressure ratios in the direct vicinity of the plate influence the wall shear stress and thus
also the local frictional resistance, these are examined in detail below. [Bgflefal. (?0T% and Nesselroqij

efall. (2016 assume that the dimples produce secondary flows that are responsible for the effect of the dimple on
the frictional resistance. Therefore, the flow in direct vicinity of the dimple by means of pressure and velocity
analysis is considered. Due to the observed strong local variations in the quantities from dimple to dimple, mea-
surements were taken on all dimples and averaged afterwards. I8, fige pressure distribution on the wall for

the two arrangements studied is shown. The qualitative course of the related graphs is almost identical for both
arrangements. For case OL, lower pressure values can be observed on the front and back of the dimple (indicated
by dotted black lines) in both streamwise and spanwise direction. In streamwise direction the local maxima are
approximately at the same level which leads to steeper pressure gradients for the OL arrangement. These are likely
to be involved in loss generation, which is a possible reason for the lower resistance reduction of this arrangement.
The pressure curve in spanwise direction is subject to higher local variations than in streamwise direction. This
deviation is caused by local differences in flow velocity due to streaks. Nevertheless, the differences in the pressure
characteristics are very small overall and do thus not allow for any concrete conclusions regarding the mechanisms
of resistance influence of the dimples.
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Figure 7: Streaks found as result of a LES visualised by velacitya section plane at™ = 20 (top), isometric

view (flow approximately in direction of the drawing plane) with streamlines visualisimgtandsweep undim-

pled plate coloured by dimensionless wall shear stress, yellow line indicates the height of the starting points of the
streamlinesrfiddle and schematic development of the streaks accordikani(2003) (botton)

3.3 Wall Shear Stress and Flow Velocity Perpendicular to the Wall

Fig.d shows the wall shear stressgsin streamwisex) and spanwisez)) direction on the surface for the dimpled
arrangements OL and NOL as well as for the smooth reference channel. Here, a local increase in the wall shear
stress in streamwise direction at the intake and a significant increase in shear stress at the end of the dimples can
be observed for both dimpled plates. The entire curve and both peaks are higher for OL than for NOL, which fits
very well with the overall higher observed- value for this arrangement. Also, most of the curve of the NOL
arrangement is below the reference curve, which is also very well in accordance with Wadies. This shows

that the effects of drag reduction are related to the dimpled areas rather than the surrounding area of the dimples.
The increase in wall shear stress at the entrance of a dimple can be attributed to acceleration of fluid in these areas
(Isaev et al(2010)). The subsequent strong decrease right behind it indicates that flow can follow the wall within
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Figure 8: Static pressure at the dimpled wall in direct proximity of the dimples

that area only limitedly. Since the values remain above 0, there is no flow separation as would be the case with
dimples of higheh/D. Such a detachment would increase the form resistance and is thus to be avaidetid].

(z01%). The wall shear stresses in spanwise direction show a locally fluctuating but comparable course for all
three cases. Fluctuations show the influence of the streaks and the resulting secondary currents close to the wall.
The wall shear stress in this direction is not influenced by the dimples.
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Figure 9: Normalized, in streamwise«) and spanwisez{ direction for the plate without dimples (REF), plate
with overlapping dimple arrangement (OL) and plate with non-overlapping dimple arrangement (NOL) in direct
proximity of the dimple

In order to examine the velocity distribution around the dimples, these were evaluated over five measuring points as
depicted in Figll (middle). For this purpose, the velocity components® andw along lines in they-direction and

starting from the measuring points were analysed. In this case too, the evaluation was performed for all dimples and
the values were averaged afterwards. Frmmmponent) of fluid velocity proved to be of particular interest here
because the most significant differences occurred between the configurations OL and NOL. Since the influence of
the dimples is particularly pronounced near the wall, but the velocity components on the wall due to the no-slip
condition are 0, the rangt) < y* < 800 is shown in FigllD. It can be seen that above point 3, i.e. in the
middle of the dimple, the mean wall-normal velocity component over the entire boundary layer is oriented in the
direction of the wall. This is due to the expansion of the flow cross-section by the dimple. It is interesting to note
that above the lateral borders of the dimples (points 2 and 4) the value$dpthe arrangement NOL are clearly
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more symmetrical around the zero line than for the arrangement OL. This means that the streaks in arrangement
NOL are much better aligned with the dimples. This observation suggests that this stabilization of the streaks can
have a positive effect on the flow resistance if the intensity of the streaks is kept low.

2 1 T T 1] 1 1

Figure 10: Average velocity perpendicular to the wall scaled with bulk velocity, for the overlapping (OL) and
non overlapping (NOL) arrangements at different physical positions 1-5 inside a dimple as indicatedlin Fig.

4 Conclusion

In this paper, two different arrangements of dimples on a plate were investigated numerically via Large Eddy
Simulations with respect to their drag reduction potential. It was found that, in absolute terms, the results were
consistent with available literature values for these setups, but only a minimal resistance reduction of 0.12 % could
be achieved with one setup, while a reduction of 3.16 % was possible with the other. According to literature,
however, the first case should have resulted in higher drag reduction while the second case should have resulted in
a slight increase in resistance. Investigation of the flow structures in the immediate vicinity of the dimples revealed
that the setup with higher drag reduction also showed lower wall shear stresses locally in the area of the dimples.
The analysis of wall normal velocity also suggested that in this case existing longitudinal vortices can be stabilized.
Even if these longitudinal vortices can have negative effects on flow resistance, these results lead to the assumption
that a stabilization of the vortices by dimples is possible and advantageous. In order to investigate this assumption
further, there is a need for additional investigations in this area. A time-resolved comparison of the local resistance
components with the associated flow phenomena due to dimples would be of particular interest.
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Prediction of Aerodynamic Coefficients of Road Vehicles on
Bridge Deck with and without Wind Protection by Means of CFD
for Crosswind Stability Investigations

V. Kramer, B. Pritz, E. Tempfli, M. Gabi

While planning a new bridge construction the risk of traffic accidents due to critical wind conditions should be
carefully considered. The determination of aerodynamic forces and moments on vehicles is indispensable for
stability investigations. However, the aerodynamic coefficients of vehicle-bridge systems depend on many factors
which make it difficult to generalise the procedure. This paper is focusing on analysing a particular bridge
geometry whereby aerodynamic coefficients were predicted by means of CFD. The accuracy of the numerical
model was validated with the aid of experimental data from wind tunnel tests. Specifically, this work was
conducted to investigate the effect of the wind barrier considering various wind flow angles and vehicle speeds.
Mean forces and moments on the vehicle were analysed depending on both absolute and relative wind flows. The
impact of performing relative motion between vehicle and bridge deck was investigated. Simulation results
without wind barrier are qualitatively in good agreement with results found in literature. Nevertheless, the flow
situation with wind barrier and relative motion is significantly more complex. Thus, CFD modelling has
dominating advantages over wind tunnel tests in terms of both parameter variation and model accuracy. In this
particular case CFD modelling is indeed essential in order to represent all possible wind flow angles and the
relative motion between the vehicle and the bridge deck which remains difficult or rather hardly possible to
perform in the wind tunnel.

1 Introduction

When starting to plan a new bridge construction the study and the analysis of the effects of crosswinds on road
vehicles are indispensables in order to reduce the risk of wind-induced accidents. For stability analysis, force and
moment coefficients are required as input parameters as shown by Baker at al. (2009) and Proppe et al. (2010).
Such stability investigations serve to determine the probability of road accidents due to overturning, sideslip or
rotation of the vehicle under various conditions. Thereby, the final goal is to identify the maximum safe vehicle
speed on the bridge deck for a specific wind situation and for a certain vehicle type. As a result, the traffic on the
bridge could be easily regulated if necessary.

Also for the newly planned bridge construction on the Kiel Canal in the north of Germany this procedure is
essential. Especially lightweight high-sided vehicles and vehicles with a trailer represent critical cases being
situated on a bridge in such a wind prone region. Consequently, this is an important safety and economic issue,
as such accidents can cause life-threatening situations as well as traffic and infrastructure disruptions. In the
past, many experimental as well as numerical studies have already been conducted concerning similar problems
with vehicles in crosswinds in order to identify the aerodynamic characteristics.

Baker et al. (1991, 1996) carried out the mean aerodynamic force and moment coefficients of several ground
vehicles in high crosswinds. According to Baker (1991), to all six aerodynamic forces and moments should be
paid attention when considering a vehicle. The influence of the relative motion between the bridge deck and the
vehicle needs to be assessed as well. Baker and Humphreys (1996) came to the conclusion that the relative
motion must have a strong effect on some of the aerodynamic coefficients. Wang et al. (2013) showed, however,
that this has only small influence on the aerodynamic results considering bridge geometry without wind barrier.
In fact, the difference between simulations with and without relative motion in the case with an existing
impermeable wind barrier was not tested in his study. Furthermore, Zhu et al. (2012) demonstrated that there is a
significant difference between the aerodynamic characteristics of a vehicle over a bridge deck compared to a
vehicle on a ground. In particular, different vehicle types, different wind directions as well as several vehicle
positions were investigated in wind tunnel tests and partly strong variations in results were found. Dorigatti et al.
(2012) proved the high impact of the bridge deck geometry on the aerodynamics. Some more various essential

51



factors are mentioned and investigated by Malviya and Mishra (2014), such as acceleration and braking
conditions, inclined ground planes, road surface curvature, centrifugal cornering effects and surrounding
environment. Bettle et al. (2003) conducted numerical simulations which showed that vehicle speed and vehicle
position (windward lane vs. leeward lane) have especially a large impact on the side force and roll moment
coefficients. In addition, Coleman et al. (1992) showed that at least the variation of the side force and lift force
coefficients with yaw angle is quite different with wind barriers than without. Thereby, it was confirmed that on
the one hand the solidity and on the other hand the height of the wind barrier are decisive factors for the
reduction of forces and moments on the vehicle. This fact was also ascertained by Guo et al. (2015). By
conducting wind tunnel tests, Chen et al. (2015) demonstrated that wind barriers generally have a positive impact
on the vehicle stability. Still the investigated wind barriers were permeable and had a low height ratio relative to
the vehicle.

Regarding all the mentioned studies it can be concluded that the results actually cannot be compared with each
other. There are too many aspects having a significant impact on the results, for instance bridge geometry, wind
barrier type, vehicle types, vehicle position and speed, vehicle manoeuvring, reference dimensions etc.
Consequently, determination of the force and moment coefficients should definitely be conducted for every
specific bridge construction. Nevertheless, there is a number of assumptions that have to be studied in order to
standardise the analysis.

Concerning the mentioned investigations CFD offers a number of advantages over the wind tunnel tests. The
major advantage is the possibility to simulate a moving vehicle-bridge deck system which is rather difficult to
perform in a wind tunnel. Furthermore, the determination of forces and moments is more precise given the fact
that they are calculated over the complete surface of the vehicle. Even though this can also be achieved by
conducting experiments with a special balance, this procedure is quite expensive and has to be extremely
accurate. Consequently, in wind tunnel tests forces and moments usually are carried out by measuring pressure
in several local positions on the vehicle surface which results in a very coarse integration. Further, the Reynolds
number for a situation with real bridge dimensions differs significantly from a scaled model usually used for
wind tunnel tests. Therefore, the accuracy of wind tunnel investigations can be doubted. Sterling et al. (2009)
carried out full-scale experiments on a high-sided lorry and compared the results with wind tunnel tests and CFD
simulations. Thereby, especially for the rolling moment coefficient, the full-scale measurements and CFD values
were in very good agreement, whereas wind tunnel tests provided discrepant results. Nevertheless, a wider range
of yaw angles can be considered by performing numerical simulations. Indeed, because of the finite model
length the influence of the cut-off ends of the bridge model increases when positioned parallel to the wind
tunnel.

Concerning numerical calculation, Krajnovic et al. (2012) proved that despite fine computational grid and
unrealistically small wind velocities, RANS models show better results compared to LES simulation because of
the wall treatment. Finally, Alonzo-Estébanez et al. (2017) showed that steady state approach instead of unsteady
analysis guarantee sufficiently accurate results without require high computational effort.

The present study deals with determination of mean force and moment coefficients for a specific bridge deck
geometry. Further, the general effect of wind barriers and the importance of the relative motion of the vehicle-
bridge system were investigated. The established numerical model was successfully validated. The main focus of
the study lies on the illustration of advantages and partly even indispensability of CFD regarding studies on this
issue.

2 Model Geometry

The simplified horizontal bridge deck geometry, the wind barrier as well as the vehicle position are depicted in
Figure 1. In the current study, this vehicle position on the outside road lane on the windward side of the bridge
deck (hard shoulder being quite large in this case) was chosen for a better comparison with literature results as
this was the most frequently investigated position. The cross section of the bridge was analysed first as a two-
dimensional geometry (see Figure 2).
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Figure 2. Effect of the bridge deck and wind barrier heights (left: 4 m high bridge deck and 2 m high wind
barrier; middle: 4.4 m high bridge deck and 2.5 m high wind barrier; right: 15 m high bridge deck and 2.5 m high
wind barrier). The truck geometry of 4 m height is not included in the simulation; it is depicted only for
comparison purpose. The wind velocity is thereby 20 m/s.

Thereby, as shown in Figure 2, it was confirmed that the lower the bridge geometry or the wind barrier the more
critical in the stability situation of the vehicle. In the present study a commonly used wind barrier of 2.5 m height
was investigated which offers enough protection also for higher truck geometries (Figure 2, middle) and which
has already been in a parametric study for a similar vehicle-bridge system (Ingenieurgesellschaft Niemann &
Partner GbR, 2007). For the entire analysis three different vehicle types were examined: van, truck with a trailer
and passenger car with a trailer. However, in this paper only the van geometry is exemplarily discussed, which is
shown in Figure 3. The real geometry was approximated with rectangular block shape in order to cover all of the
critical vehicle shapes (e.g. vehicles with nearly sharp edges).

In the further part of the present paper the results of the study of the three-dimensional configuration of the van
at the position shown in Figure 1 will be presented.

Figure 3. Van model

3 Flow Conditions
The vehicle is moving on bridge deck with the constant speed u whereas the wind is blowing at an absolute angle

o with velocity ¢. Consequently, the relative wind velocity w at the angle S, which is acting on the vehicle,
results from the velocity triangle shown in Figure 4.
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The cases computed in the present investigation are listed in Table 1. A key aspect was to achieve a wide range
of relative angles S (see cases 1 to 9). As confirmed later in Section 7, the force and moment coefficients are
described more universally in function of this angle rather than of the absolute angle a. Thereby, the evaluated
relative angles remain between 0° and 90° as driving against the wind are the most critical configurations for the
stability investigations. Especially in cases with a wind barrier, the relative wind angles of attack between 0° and
60° generally show higher values of aerodynamic coefficients (see Figure 12). In cases 3.1 to 3.3 and 4.1 to 4.3
(see Table 1) the variation of the absolute angle a was examined while the relative angle £ remained constant.
The variation of the relative angle g with the absolute angle « being constant could be analysed as well when
considering cases 2, 3.2, 4.2, cases 3.1, 4.1, 5, 6 and cases 3.3, 4.3, 7, 8, 9, respectively (see Table 1). Cases
marked with an asterisk represent calculations without relative motion between the vehicle and the bridge deck
(u=0m/s). This corresponds to an usual wind tunnel test when the vehicle is fixed on the bridge deck. For these
calculations either an absolute (**, vehicle speed completely neglected) or relative (*, hypothetical vehicle speed
according to velocity triangle from Figure 4) angle of attack was defined.

Table 1. Investigated configuration cases: a, fin [°]
and ¢, u, win [m/s]

absolute system relative system

case a c u B w
1 30 20 130 11 54
2 60 20 130 21 49
3.1 90 20 130 29 41
3.2 60 34 130 29 61
3.3 120 18 130 29 31
4.1 90 14 60 40 22
4.2 60 31 60 40 42
4.3 120 11 60 40 15
5 90 23 80 45 32
6 90 30 60 61 34
7 120 21 60 70 19
8 120 26 60 81 23
9 120 20 60 94 10
3.1* - - 0 29 41
3.1** 90 20 0 - -
3.2* - - 0 29 61
5* - - 0 45 32
6* - - 0 61 34

4 Aerodynamic Coefficients

For the safety analysis the mean forces and moments in each coordinate direction must be determined over all
surfaces of the vehicle. Figure 5 illustrates all forces and moments on the vehicle model as well as the wind and
vehicle movement directions. Thereby, Fp, F_. and Fs are the drag force, the lift force and the side force,
respectively, and Mg, My and Mp are the rolling moment, the yawing moment and the pitching moment,
respectively.
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Figure 5. Aerodynamic forces and moments on a vehicle

All six aerodynamic forces and moments refer to the geometric centre point of the vehicle. With air density pair,
relative velocity of the wind w, reference area A, reference length | and the calculated forces and moments the six
non-dimensional aerodynamic force and moment coefficients are defined as:

F.
G = Bw;A @
2
— M
CMi - BWZAI (2)
2

Concerning the reference area A as well as the reference length | there are widely varying specifications given in
the literature (front surface of the vehicle or some arbitrary reference area, vehicle length, vehicle height or some
arbitrary length, respectively). For all of the calculations in the present study the side surface of the vehicle was
chosen as reference area A (see Figure 5). Given the fact that the wind direction varies considerably (see g in
Table 1), the side surface is the largest possible windward surface of the vehicle. Particularly with regard to the
side load being the most critical one. As reference length | the distance between the geometrical centre of the
vehicle and the bridge deck was considered (see Figure 5).

5 Numerical Model

Steady-state numerical simulations have been performed using the commercial software ANSYS CFX® which is
based on finite volume method. The block-structured numerical grid was generated using ANSYS ICEM-CFD®.
The calculations were carried out with air under normal conditions at ambient temperature of 25 °C and pressure
of 1 bar. Consequently, the density of the air p.;r was equal to 1,185 kg/m®for the present study.

The computational domain consists of three independently meshed subdomains as shown in Figure 6: the first
domain in close proximity to the vehicle, the second domain around the bridge and the third domain representing
the farfield. The subdomains are connected by interfaces.

As mentioned in Section 1, the cut-off ends of the bridge geometry can have a significant impact on the flow
dynamics on the bridge deck and on the aerodynamic coefficients on vehicle surface when g #90°. In contrast to
wind tunnel tests, CFD allows to avoid this problem by using periodic boundary conditions in driving direction.
The computational domain is thus virtually ordered periodically along the x-axis in order to design a quasi-
infinitely long bridge with vehicles at a fixed distance to each other on it. The vehicle is situated in the first area
in the middle of the entire domain along the x-axis. The length of one periodic section of 325 m was carefully
examined. Thus, it could be guaranteed that the flow fields of two running vehicles do not significantly influence
each other, even for small values of 5. The height and the length of the computational domain were both set in
such a way that the boundary conditions (BCs) do not affect the flow field around the bridge deck.
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In order to prove that the accuracy of the solution is not dependent on the grid resolution, four different grid sizes
were tested for the case 3.1: with 600 000, 3 million, 20 million and 34 million cells. Figure 7 presents all six
force and moment coefficients as a function of the grid size. As it can be seen, there is still a significant
difference between the results of the 3 million and the 20 million cells meshes. On the other hand, the slight
deviation between the results of the 20 million and the 34 million cells meshes is negligibly small. Thus, to
guarantee both accurate results and reasonable computing time the final mesh comprised approximately 20

million cells.
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Figure 7. Grid dependence, case 3.1

The reference frame for CFD calculations was attached to the vehicle. Thus, the vehicle surface was defined as
no-slip wall. Whereas a moving wall BC was chosen for the bridge deck, considering the motion between the
bridge deck and the vehicle. The overview of boundary conditions for the current study is presented in Figure 8.

The relative wind velocity w under the angle £ was specified at the inlet with a turbulence intensity of 5%. It
should be noted that the atmospheric boundary layer was neglected in the current study as the bridge deck is
placed approximately 40 m above the ground. Thus, a homogeneous inflow was realised. At the outlet static
pressure was defined. The top and the bottom faces of the domain were set as a free slip wall. As mentioned
previously, for the faces at the ends of the bridge section periodic BCs were chosen.
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Figure 8. Boundary conditions

All calculations were based on RANS equations and were carried out using the eddy viscosity transport equation
turbulence model according to Menter (ANSYS CFX-Solver Theory Guide, 2011). Thereby, scalable wall
functions were used in order to make the solution in the near-wall regions independent of the refinement of the
grid. The size of the first cell near the wall was kept at y* < 50 for regions around the vehicle and the road
surface. In the present study, the high resolution scheme (a second order upwind scheme) implemented in
ANSYS CFX® was used for the advection terms and the turbulence (ANSYS CFX-Solver Theory Guide, 2011).

6 Validation

For the validation of the designed numerical model against experimental results, wind tunnel tests were
performed at the Institute of Fluid Machinery at KIT. The tests were carried out in a closed return wind tunnel
which can produce air speeds up to 60 m/s. The diameter of the outlet nozzle is 1.8 m and thus limited the scaling
of the examined model. Therefore, the geometric scale for the wind tunnel vehicle-bridge model was set 1:40.
The average air speed was set to 20 m/s. Local pressure measurements were carried out in the measuring

positions defined in Figure 9.
X leeward side
9

- R 10 o7
back 14
2 top
12
.4 .G

windward side

Figure 9. Wind tunnel test measuring positions on surface
of the van model (the coordinate axes are valid for the top
side)

As already discussed, the possibilities to vary the model settings in wind tunnel tests are rather limited.
Consequently, to compare numerical with experimental results, an equally scaled vehicle-bridge system without
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relative motion and with the yaw angle of 90° had to be simulated. Finally, pressure values on vehicle surface
were extracted from simulation results for the same positions as shown in Figure 9.

In order to analyse the results the non-dimensional pressure coefficient using the density of air pg, the
freestream velocity U,, and the static freestream pressure p., was determined as follows:

P—Po
o a— ®)
P %Paionoz
Figure 10 shows both pressure coefficients from the wind tunnel tests and CFD in each of the measuring
positions. The results are presented in each case with and without wind barrier.

wind tunnel test — without wind barrier
X CFD — without wind barrier

wind tunnel test — with wind barrier
+ CFD — with wind barrier

X X o x

Cpl-]
o

T T T
* ¢ +
x x x X X

1 2 3 4 5 6 7 8 9 10 11 12 13 14
measuring positions

Figure 10. Comparison between results obtained from CFD and from
wind tunnel tests

It can be seen that in the absence of the wind barrier the pressure coefficient values are considerably higher than
in the case with wind barrier. This proves that a wind protection of 2.5 m height generally leads to an
improvement in stability situation of the vehicle. Generally, wind tunnel and CFD results are in very good
agreement for the case with wind barrier. However, also without wind barrier there are only few measuring
positions with larger deviations between numerical and experimental pressure coefficient values (see positions 5,
11 and 12 in Figure 10). This is due to the high flow gradients because of the flow separation on sharp edges as
there is no wind protection. Measuring positions 11 and 12 are situated near the separation edge on the windward
side and thus are directly in the separation zone. Position 5 is strongly influenced by the separation on the bridge
edge. Consequently, already small deviations between simulation and experiment referring to the size of the
separation bubbles can cause major discrepancies in results.

Figure 11. Comparison between results obtained from CFD and from wind tunnel tests
Further, also the overall flow fields from numerical and experimental results are in good agreement. According

to Figure 11, streamlines visualized in the wind tunnel are quite similar to computed streamlines. The flow
separation on wind barrier is in very good agreement.
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7 Results

The results of the study are summarised in Figures 12 to 14. In Figure 12, calculations considering the relative
motion between vehicle and bridge deck with wind barrier as well as without wind barrier are presented. The
force and moment coefficients are plotted over both the relative wind angle £ and the absolute wind angle o.
Figures 13 to 14 outline the comparison between vehicle-bridge systems with and without relative motion.
However, the causes for the particular distribution of the coefficients are not the focus of the present paper.

Figure 12 illustrates the six force and moment coefficients in function of relative wind angle g (left column) and
absolute wind angle « (right column). For the same angle « there is almost always a large variation of results
depending on vehicle velocity as well as on wind speed. In particular, in the case without wind barrier the
scattering of results is stronger than in the case with wind barrier. This is due to the fact that wind barrier
significantly influences the flow field on the bridge deck und thus more or less equalizes it for different
configurations. Conversely, the dependence on the relative angle g presents a clear curve shape despite various
vehicle velocities and wind speeds (see § = 29° and f = 40° with wind barrier). It could be ascertained that the
aerodynamic coefficients show a meaningful dependency on the relative angle g obtained from the velocity
triangle (Figure 4).

As can clearly be seen and was already detected in validation results (Figure 10), the force coefficients as well as
moment coefficients are significantly higher in the case without wind barrier (cf. Figure 12 (a) and (c), (e) and
(9))- The side force is the highest one if there is no wind protection. Due to the presence of the wind barrier its
magnitude not only decreases up to approximately 75%, but also changes its direction. Thus, the vehicle is rather
pushed towards the wind barrier. The lift force coefficient has very small values compared to the two other ones.
The values of the drag force coefficient do not change much by adding wind protection, as expected. Concerning
the moments, the most critical one for the stability analysis is usually the roll moment. As it can be observed in
Figure 12 (e) and (g), with the presence of the wind barrier this coefficient could be reduced considerably.

The cases marked with * and ** in Table 1 omit relative motion between the bridge deck and the vehicle which
correspond the most common configurations in wind tunnel tests. In the wind tunnel test either the relative angle
S (*) or the absolute angle « (**) can be realised between flow direction and the bridge model. From Figure 13 it
can be seen that in the case without wind barrier the relative motion between the vehicle and the bridge deck has
a negligible effect on the results when relative wind flow is set at the inlet (case 3.1*). However, when the
vehicle speed is neglected and the absolute angle is defined at the inlet (case 3.1**), significant deviations can be
detected.
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Figure 12. Computed force and moment coefficients on the vehicle on a bridge deck with and without wind
barrier; plotted over the relative angle g (left) and the absolute angle « (right)
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Figure 13. Results with and without relative motion (without wind barrier)

On the contrary, according to Figure 14 the relative motion has a stronger impact on the results when wind
barrier is present. Case 3.1** shows large discrepancies here as well. Additionally the deviations for all cases
with asterisks are significant. In particular, the distributions of the side force as well as for the roll moment
coefficients are substantially different (c; and ¢y, in Figure 14). These two coefficients are particularly

important for the stability analysis.
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Figure 14. Results with and without relative motion (with wind barrier)
To sum up, if a wind barrier exists and accurate results are required, the relative motion is indispensable.
8 Conclusions and Outlook

Six aerodynamic coefficients under different wind conditions were determined for a van model on a bridge deck

with and without wind barrier by means of CFD. The numerical model was first validated through wind tunnel

tests. Furthermore, the effect of wind barrier was evaluated and the impact of relative motion between the

vehicle and the bridge deck was investigated. Finally, following conclusions could be obtained:

(1) Force and moment coefficients show clearly defined characteristic curves if plotted over the relative angle
of attack  which represents the relative wind flow acting on the vehicle.

(2) Wind barrier of 2.5 m height significantly reduces force as well as moment coefficients on the vehicle
surface.

(3) Modelling the relative motion of the vehicle-bridge system has only slight influence on aerodynamic
coefficients of the vehicle on a bridge deck without wind barrier but it has a noticeable impact in the case of
an existing wind protection.

To conclude, it can definitely be said that CFD has clear advantages over wind tunnel tests and is essential for
accuracy of such investigations because:

o0 Relative motion is not that obvious to reproduce experimentally;

0 Wide range of yaw angles is not practicable in wind tunnels without influencing the flow field by the

finite length of the bridge model;

o0 Scaling is not necessary and real dimension Reynolds numbers can be realised;

o0 Variations of the vehicle-bridge system can be evaluated more easily and faster;

0 Generally larger data sets are obtained, and namely in every point on the vehicle surface.

Eventually, the main goal of the current and the future researches is to generalise the methodology of predicting
the aerodynamic coefficients for the stability investigations. Whereas at the same time, it is demonstrated that the
generalisation of the results themselves is not possible because of a huge number of various conditions and the
complexity of the flow field around the vehicle when wind barrier and relative motion being modelled. Figure 15
exemplarily illustrates the flow for the case 3.1 from Table 1 by means of streamlines. The outer flow (strong
lines) generates a recirculation vortex between the wind barriers, which is strongly disturbed by the van and is
split in two vortices.

Consequently, for instance the general effects of wind barrier and vehicle velocity on the flow on the bridge deck
as well as a parametric study of the interaction between wind direction and vehicle velocity could be subjects for
analysis in future studies. Moreover, the vehicle position on the other outer side of the bridge deck is currently
analysed in order to cover all wind direction that can occur on a bridge deck. This also serves to investigate the
impact of the wind barrier on the leeward side of the bridge deck on aerodynamic coefficients in the case with a
wind barrier higher than the vehicle. The implementation process of aerodynamic coefficients for the actual
stability analysis will be published separately.
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Figure 15. Complex flow around the vehicle caused by the wind barrier and the
relative motion between vehicle and the bridge deck exemplarily visualised for
wind angle of attack of 90° (case 3.1 in Table 1)
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Energy Cascade in a Nonlinear Mechanistic Model of Turbulence

B. D. Bak, T. Kalmar-Nagy

Energy transfer plays an essential role in many natural and engineering processes which include different scales.
Understanding how the energy cascade (which refers to the energy transfer among the different scales) works is of
primary importance. One notable example is the energy cascade in turbulent flow whose kinetic energy is trans-
ferred from large eddies to smaller ones. Below a threshold scale the energy is dissipated due to viscous friction.
We introduce a nonlinear phenomenological mechanistic model of turbulence which consists of masses connected
by springs arranged in a binary tree structure. To represent the various scales, the masses are gradually decreased
in lower levels. The bottom level of the model consists of nonlinear energy sinks to provide dissipation. Based on
previous research, we choose the system parameters and analyze its behavior for simple impulsive excitations. The
decay of the total mechanical energy and the discrete energy spectrum of the system are compared for different
impulse magnitudes. It is demonstrated that the dissipation is much more significant compared to the linear model,
if the input energy is large enough. The energy spectra are compared with that of the linear model. We find that
the energy spectrum of the nonlinear model better highlights the cut-off feature of the Kolmogorov spectrum.

1 Introduction

There are many complex phenomena both in nature and in engineering processes which include energy transfer
among a wide range of different scales. Many studies dealt with examining systems exhibiting energy cascades,
see e.g. Vakakis et al. (2008). Frequently studied examples include nonlinear chain oscillators (Gendelman et al.
(2001); Vakakis and Gendelman (2001)) and the Fermi-Pasta-Ulam problem described by Fermi et al. (1955). An
energy cascade describes energy transfer primarily from large scales to small ones. There also exist inverse cascade
models in which the energy is transferred from small scales to larger scales. A notable example is the forest fire
model of Turcotte et al. (1999) which describes how small clusters of fires combine and form larger fires.

In fluid mechanics the well-known example of such a process is the turbulent energy cascade. According to
Richardson (1922) there are vortices of different sizes in a turbulent flow. The larger vortices are unstable and
break up to form several smaller vortices. Thus, the kinetic energy of the flow is transferred to smaller scales. The

turbulent energy cascade is characterized by the energy speEt(rm}nNhich shows the distribution of the total
energyF of the flow among the different scales. In other words, the spectrum is a Fourier-transfétmef

E= /E(/i)dﬁ, 1)

where the wavenumber ~ 1/L is associated with the vortex having characteristic gize

The spectrum of 3D homogeneous isotropic turbulence (also known as Kolmogorov spectrum, see Kolmogorov
(1941)) is shown in Fig. 1.
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Figure 1: The Kolmogorov spectrum.

This spectrum corresponds to “pure turbulence”: there are no force fields, boundary influences or any kind of
disturbance. The flow statistics are spatially homogeneous and isotropic, temporally stationary or decaying. The
energy spectrum shown in Fig. 1 describes the main features of the turbulent energy cascade. Energy production
mainly affects the large scales (characterized gy, most of the energy is contained in the large eddies (energy
containing range). There is an intermediate wavenumber rdnde (< x < 1/L,) in which the energy spectrum
is described by the scaling law

E(k) ~ k73, 2

This part of the spectrum is called the inertial range. Dissipation becomes significant due to viscosity below the so
called Kolmogorov length scalk,. This is why the spectrum cuts off by large wavenumbers (dissipation range).
A more detailed description of the Kolmogorov spectrum is given by Pope (2000).

The viability of the Kolmogorov spectrum was confirmed by means of both experimental and simulation tech-
nigues. For instance, various grid turbulence measurements are reported in the literature, e.g. Stalp et al. (1999);
Kurian and Fransson (2009); Ertuncg et al. (2010) and the results agree with Kolmogorov’s notion of turbulence.
Simulation tools are also extensively used to predict the statistics of turbulent flows, e.g. large eddy simulation was
used by Kang et al. (2003), Galanti and Tsinober (2004) performed direct numerical simulations, Ditlevsen (2010)
and Biferale (2003) reviewed the shell-models of turbulent energy cascade.

Our goal in this paper is to present a purely phenomenological model of turbulence which includes nonlinearity.
Our mechanistic turbulence model is a binary tree of masses and springs (see Fig. 2), in which the masses represent
the different scales, and the springs provide the connection among them. In a previous paper (Bak and Kalm
Nagy (2018b)) we analyzed the response of a linear version of the system for impulsive and continuous harmonic
excitations. We showed that among the scales of the linear system there is a qualitatively similar energy distribution
as the Kolmogorov spectrum, if the model parameters are adequately chosen.

This paper is structured as follows: in Section 2 the phenomenological mechanistic model is described in details.

In Section 3 we show how the energy dissipation depends on the input energy in the nonlinear mechanistic model.
Furthermore, the energy spectrum of the model is described, and the characteristics of this spectrum is analyzed
with different input energy levels. The energy spectra of the linear and nonlinear systems are compared. In Section
4 we draw conclusions. Throughout the analysis we consider every quantity to be dimensionless and/or normalized
by a reference value.
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2 Mechanistic Turbulence Model
2.1 Introduction of the Model

We introduce a mechanistic model of turbulence which is a binary tree of masses connected by springs. The tree
hasn levels, there ar@'~! massesi(= 1, ..., n) in thelth level. The total number of massesNs= 2" — 1. The
model forn = 3 is depicted in Fig. 2.

The masses represent the different scales of vortices. The top mass (the largest vortex) is connected to the motion-
less ceiling with a spring. In the bottom level the masses (associated with the smallest, energy dissipating scale)
are connected to the previous level with either linear or nonlinear springs and linear dampers.

In the nonlinear version of the model the parts responsible for the dissipation are nonlinear energy sinks (NES) as
opposed to the linear model in which those are tuned mass dampers (TMD). Considering impulsive excitation, a
fundamental difference between NES and TMD is that the effectiveness of the NES depends on the input energy
magnitude, while the TMD is effective if it is tuned to the natural frequencies of the primary system. The behavior
of a purely linear system is completely independent of the input energy magnitude.

Considering a system having at least 4 levels, the equations of motion for the masses in the different levels are

kai(z2i — i) + k2it1(v2i41 — @) — bz, i=1,

koi(wo; — i) + ko1 (T2i41 — @5) — ki(@i — 2502)), 1=2,..., 22— 1,

Mili = 4 ki (220 — 24)° + kaig1 (T2ir1 — 24)7 — k(@i — 2(3/2))+ 3)
teoi(og — @) + Cojpr (o1 — dy), =2""2,..,2"" L1,

—ki(xi —Z|i/2) )ﬁ — cl(xz — .’,‘CU/QJ), 1= 2”71, ..., N.

The symbol|.| denotes the floor operation. The expongat in the linear case an@=3 in the nonlinear case.
The number of levels is > 4.

k1

X ml

S <k
m; ms

k k

‘-4- 4-4'

Figure 2: A 3-level mechanistic turbulence model.

2.2 Model Parameters

We set the masses, stiffnesses and dampers to be equal within a level. This allows us to introduce the following
notations:
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e M; is the size of each mass in thté level (i.e. My = my, My = mo = mg, ...).

e [ denotes the stiffness of the top spring; (I = 2, ..., n) denotes the stiffness coefficient of every spring
which connects a mass of the- 1th and a mass of thizh levels.

e Every damper has the same damping coefficient which is denotéd by

To represent the different length scales of vortices, the masses are gradually decreased in lower levels (a vortex of
size L breaks up into smaller vortices). The power-law distribution

My =121 1=1,..,n, (4)

specifies the masses in each level. Thus, the sum of masses in each level is 2 Sihfe= 2!-1(1/2)!"! = 1.
Similarly to the masses, thi€; values are specified with a power-law distribution

Ki=0¢"Y 0>0 1=1,..n, (5)

whose single parameter éswhich is called the stiffness parameter. Thus, the stiffness of the top spriig is
o =1.

We define the damping ratio of the system as

¢ = C/2V/M, K, ®)

The analysis of the previous linear model revealed that the energy spectrum (which we define in Section 3) in
effect depends on, and is practically independent 6f In this paper we us€ = 0.001, because such a weak
damping well highlights how the nonlinear system behaves for different input energy magnitudes. Based on pre-
vious investigation of the linear model we set= 0.45, since for thisr the energy spectrum has many similarities

with the Kolmogorov spectrum (see Bak and KalriNagy (2018b)). An 8-level system is analyzed for impulsive
excitation. Every initial condition is set to zero, except0) (an initial velocity is set for the top mass).

3 Energy Transfer in the Mechanistic Model
3.1 The Total Mechanical Energy

The total mechanical energy(t) of the system is the sum of the kinetic energy stored in the masses, the potential
energy stored in the linear springs, and the potential energy stored in the nonlinear springs, i.e.

271. 1_q

Zmzm + ]{;11‘1—1—7 Z ]4; .IU/QJ +ﬁ Z k‘ —l'L/Qj) (7)
j=2n—1
The key dlfference between the linear and the nonlinear system is immediately seen from Fig. 3 which shows the
percentage of’(t) compared to the initial energf(0) = 1/24%(0) for 8-level systems. In this figure the graph
corresponding to the linear system+£ 1) is depicted with a solid line.

In the nonlinear syster(¢) strongly depends on the initial mechanical energy. For sii@l) (see Fig. 3a) the
dissipation is comparable to that of the linear systemEAB) increases, the dissipation becomes more significant
(see Fig. 3b). This is in accordance with the description in Vakakis et al. (2008) which states that below a certain
energy threshold the dissipation of the NES is not significant.

The evidence of a more efficient energy transfer realized by the NES compared to the TMD is shown in Fig. 4.
In this figure E5(t) refers to the energy stored in the 8th level (the last level which includes the dissipating parts).
Though the maximum percentagelf(¢) / E(t) is around 25% in both cases, there are much more spikes reaching
this peak by the nonlinear case. The spikes are also wider in the nonlinear case. Thus, even for a moderately small
impulse E(0) = 1), more energy is transferred to the dissipating parts of the system in the same amount of time,

if NESs are used instead of TMDs.
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Figure 3: The total mechanical energy of 8-level mechanistic models for different amount of initial energies. The
continuous line corresponds to the linear system.
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Figure 4: The percentage of the total mechanical energy of an 8-level system stored in the dissipating parts. The
initial energy isE(0) = 1.

3.2 The Energy Spectrum

We computeE; (t) which is the mechanical energy stored in lek€l = 1,...,n). Naturally, the kinetic energy

of the masses located in levetontribute toE;(¢). By design, the potential energy of the springs connecting two
masses is distributed equally between the two levels. The potential energy of the top spring is ddded This
definition of E;(¢) ensures tha} ;" , E;(t) = E(t), andE;(t) > 0 fort > 0.

The mean total mechanical energyof the system during the time peridd , t,] is E(t) averaged over this time
period, i.e.

1 t2

ta —t1 Jy,

E:

E(t)dt. @8)

The mean mechanical ener@y stored in level can be calculated in the same manner, i.e.

1
to —ty

to
E'l = / El(t)dt, l= 1, ey N (9)
t

1

In turbulent flow the energy spectruﬁ‘(n) shows the “contribution” of the different scales to the total energy of
the flow, i.e. the mean energy stored in the different wavenumbgsse Eqg. (2)). Analogously to the wavenumber
of a turbulent scale, we define the “wavenumber” of the masses ithtevel as
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R = l/ﬂfl, l= 1, ey 1 (10)

The energy fraction stored in wavenumlgiis defined as

E(k)=E/JE, 1=1,..,n, (11)

and it shows the “contribution” of a scale to the total mechanical energy of the systemEg(ax)rbplongs to a
different “mass scale}M;). The E;(x) values { = 1, ...,n) constitute the discrete energy spectriitk) of the
mechanistic model.

Fig. 3 shows that the behavior of the system consists of an initial, highly dissipative part which is followed by

a slowly decaying part. In the first part the spectrum heavily depends on the time irjterval (see Bak and
Kalmar-Nagy (2018b)). In Bak and Kafn-Nagy (2018a) we eliminated this dependence on the chosen time
interval by calculating the spectrum of the linear system in the asymptotic limit e co. In practice we can
approximate the spectrum corresponding to the asymptotic lintit ef oo by choosing a sufficiently largs .
Therefore, in this study we extract the energy spectrum fra59900, 60000] for both the linear and nonlinear

cases. Our experience is that the energy spectrum of the nonlinear system is also practically independent of the
time intervallty, t2], if ¢1 is sufficiently large. Typical energy spectra for different initial energies are shown in Fig.

5.

To make the comparison easier, the energy spectrum of the lineargaséa)is depicted in every plot. As Fig.
5 shows, the shape of the energy spectrum depends on the initial energy of the nonlinear system. In general, the
cut-off at the largest wavenumber is much more significant in the nonlinear case.

For small initial energy (Fig. 5a) the slope of the spectrum of the nonlinear system is less steep than that of the
linear system. The dissipative parts are very efficient for moderately large initial energy (Fig. 5b), and the cut-off at
the largest wavenumber is less noticeable in this case. As the initial energy further increased (Fig. 5c) the spectrum
of the nonlinear system becomes the same as that of the linear system, except at the largest wavenumber where
the cut-off becomes significant again. Comparing Figs. 3 and 5 explains the more serious cut-off in the nonlinear
cases. When the system is nonlinear, a plateau is observed in the plots) @ffter the initial, highly dissipative

part. This means that the energy dissipation becomes insignificant. Thus, the energy fraction stored in the largest
wavenumber (which corresponds to the dissipating nonlinear part) must be negligible, since otherwise the energy
dissipation would be still significant. This is why a spectacular cut-off is present in the energy spectrum by the
largest wavenumber. In the linear system the energy is still steadily decaying after the high initial dissipation,
hence the cut-off in the energy spectrum is less significant.

Similarly to the Kolmogorov spectrum, the midrange of the energy spectra seemingly obeys a scaling law which is

E(k) ~ k%, (12)

where the scaling exponeatmainly depends on. In the nonlinear case also depends on the input energy. For
the linear model the scaling exponent= —2.37, while it is always larger or the same for the nonlinear model.

4 Conclusions

We analyzed a nonlinear mechanistic model of turbulence which is a binary tree of masses connected by springs.
The bottom level of the system consists of NESs to model dissipation. The response of the system was studied for
impulsive excitations which were applied to the top mass. These impulses had different magnitude to show that
the behavior of the nonlinear system strongly depends on the input energy. We defined and showed the energy
spectrum of the mechanistic model for linear and nonlinear cases. The parameters of theonaoak])(were

chosen to replicate an energy spectrum which is similar to the Kolmogorov spectrum. The choice was based on
the analysis of the previously investigated linear model. Compared to the spectrum of the linear model, for small
to moderate initial energy the spectrum of the nonlinear model contains more energy in the intermediate and large
wavenumbers, except the largest wavenumber. At the largest wavenumber the spectrum cuts off. The cut-off is
in general much more serious in the nonlinear case, because after the initially rapid energy dissipation the energy
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transfer to the dissipating bottom level becomes negligible. For large initial energy the spectra of the linear and
the nonlinear cases are practically the same, except the largest wavenumber. Including nonlinearities in the model
“improved” the shape of the spectrum in the sense that it better resembles the Kolmogorov spectrum with the more
significant cut-off at the largest wavenumber. In future work we intend to include negative damping (which would
correspond to internal energy generation) and more nonlinear springs at higher levels of the model to investigate
the energy cascade of those systems.
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Heat Transfer across the Free Surface of a Thermocapillary Liquid Bridge

F. Roma!, H. C. KuhlmanA

The heat transfer across the free surface of a millimetric thermocapillary liquid bridge is investigated for two
dimensional axisymmetric flows, computed by Newton—Raphson iteration. The coupled multiphase flow in the
silicone-oil liquid bridge and in the ambient gas (air) is considered for Marangoni and Prandtl numbers of interest
for typical space experiments. Based on the space-resolved heat flux of the two-phase flow for a wide range of
parameters, we derive a model for the heat flux in form of Newton’s heat transfer law for a surrogate single phase
flow, in which a space-dependent Biot function is considered. A parametric study for a 2 cSt silicone-oil liquid
bridge is conducted for 150 configurations to derive a reliable fit of the Biot function for a wide range of Reynolds
numbers and aspect ratios. An explicit form of the parametric fit is provided which takes into account the hot- and
cold-wall boundary layers in the liquid.

Nomenclature

Ao 123 [—] coefficients for Re-dependent fits

Bi [-] Biot number and Biot function

Ca ] capillary number

Ma [-] Marangoni number

Pr [—] Prandtl number

Re =] Reynolds number

V [-] volume ratio of the liquid bridge

J [-] Jacobian matrix

R, Ry, Rgap [M] radius of rods, test chamber and annular gap around the liquid bridge
T, AT [K] temperature and temperature difference
a [—] coefficients forz-dependent fits

d [m] distance between support rods

f [—] residual of the Newton method

hts [—] free surface deformation

hg [W/(m?K)] heat-transfer coefficient (gas)

D, w [—] pressure and velocity field

T, Q2 [—] radial, azimuthal, axial coordinate
T [—] position vector

Y [-] solution of the Newton method

a, B [-] coefficients forl’-dependent fits

~ [N/(mK)] negative surface-tension coefficient
0 [—] increment of the Newton method
0 [—] reduced temperature

K [m2/s] thermal diffusivity

A [—] axial aspect ratio

A [W/(mK)]  thermal conductivity

v [m?2/s] kinematic viscosity

P [kg/m3] density

o [N/m] surface tension

T [m/s] radial aspect ratio
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Subscripts and Superscripts

0 evaluated at average temperature

cl, 2 boundary layer at the cold rod

DSD dynamic surface deformation

m polynomial fit in the middle of the liquid bridge
cold, hot  hot and cold support rods

fs free surface

g gas phase

I liquid phase

k k-th iteration of the Newton method

min, max local minimum and local maximum of Bi

ref reference (non-dimensional temperature)

h boundary layer thickness on the hot rod

tc test chamber

gap annular gap between the liquid bridge surface and the test chamber wall

1 Introduction

When the interface between two immiscible fluids experiences a tangential temperature gradient, the resulting
variable surface tension leads to thermocapillary forces, which can drive the flow in the two phases (1). A natural
framework for thermocapillary flows are microfluidic systems, where surface forces become more important than
volume forces and buoyancy does not overshadow Marangoni stresses. This is the case, e.g., for small droplets
(2) or thin films (3), where the interfacial forces between two immiscible fluids play a key-role for the fluid flow.
Thermocapillary convection is also important in industrial processes which involve large temperature gradients,
e.g., welding (4), combustion (5) and crystal growth (6). For these reasons, much attention has been paid to
thermocapillary flows in simplified configurations such as thermocapillary liquid films (7), cavities (8; 9; 10),
annular pools (11) and liquid bridges (12).

Originally, the system of a liquid bridge has been proposed as a model for the floating-zone crystal-growth process
(13). Later, it became a paradigm for thermocapillary flows. The multiphase flow is crucially determined by
the heat transfer across the liquid—gas interface, because the driving force depends on the tangential temperature
gradient. Despite of the importance of the heat transfer, for the sake of computational economy, the flow is typically
modelled as a single-phase liquid flow, where an interfacial heat transfer is assumed in form of Newton’s law of
cooling with some ad hoc temperature distribution in the ambient gas (14; 15). The single-phase modeling limits
the computational cost, and the parameter space reduces to the non-dimensional groups for the liquid flow and a
few parameters characterizing the heat transfer to the ambient gas, often a constant Biot number only.

Even though the surrounding gas has a strong influence on the liquid flow and its stability (16; 17), most numerical
simulations and linear stability analyses have assumed Newton’s cooling law with constant Biot number (even
zero, i.e. adiabatic conditions) or a fixed given heat flux (15). We shall show that both these assumptions are too
simplistic to properly represent the heat transfer and the driving of the thermocapillary flow.

Starting from two-dimensional multiphase simulations, we aim at constructing a refined heat-transfer model in the
form of Newton'’s cooling law. To take into account the thermal effect of the flow in the ambient gas the constant
Biot number is replaced by a Biot function which depends on the axial coordinate along the free surface. A new,
robust and physically motivated methodology is developed to derive this functional dependence. Moreover, the
improved Biot function is given in explicit form which allows to readily supply a single-phase solver with an
accurate thermal boundary condition.

In Sec. 2 the multiphase flow problem is defined mathematically; in Secs. 3 and 4 the numerical discretization and
the methodology to derive the model are explained. Section 5 presents the improved heat-transfer model and some
evidence for its robustness and accuracy is provided. Additional comments are given and conclusions are drawn in
Sec. 6.
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2 Problem Formulation

A droplet of an incompressible Newtonian liquid is suspended between two coaxial cylindrical rods ofRadius
placed at a mutual distanek forming a liquid bridge. The liquid has a denspyand a temperature-dependent
kinematic viscosity/(T') and thermal diffusivity<(7T"). The rods are differentially heated at constant temperatures
Teold = To— AT /2 andTho = To+AT/2, respectively, whergy is the mean temperature and” the temperature
difference between the support rods. Due to the thermocapillary effect the temperature gradient along the free
surface of the liquid bridge induces a thermocapillary shear-stress which drives the flow along the free-surface
from the hot rod to the cold rod. Up to linear order, the temperature-dependent surface téfigioeads

o(T) = o0 — (T — Tp), 1)

whereoy = o(1p) is the surface tension at the mean temperdfyr@ndy = —00 /9T |_;, the negative surface-
tension coefficient. Since > 0 is a positive constant for most liquid—gas combinati®ag o1 < 0 and the
surface tension decreases linearly with the surface temperature.

The liquid bridge is surrounded by an annular chamber space filled with a Newtonian gas (assumed incompressible)
with constant densityg, kinematic viscosityyy and thermal diffusivitysg. The annular chamber has an outer
radiusRy = R + Rgapand a heightlic = dcoia+ d + dnot. The bounding walls are thermally insulating (see fig. 1).

In the absence of gravity, thermocapillary stresses at the liquid—gas interface represent the only driving of the flow.
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Figure 1: Sketch of the liquid bridge held in place by surface tension between the hot and the cold rod. The liquid
bridge is surrounded by an ambient gas confined to an adiabatic test chamber.

Velocity, length, time, pressure and temperature are scaledyith/ pvy, d, dpvy /yAT, yATd andAT, respec-
tively (thermocapillary scaling). The resulting non-dimensional continuity, Navier—Stokes and energy equation for
the steady flow are

Re(u-Vu)=—-Vp+ V- (v/1yVu), (2a)
V-u=0, (2b)
Ma(u- V) =V - (k/koVE), (2¢c)

wherevy = v(Tp) andky = k(1) are the reference kinematic viscosity and thermal diffusivitys (r, ¢, z) and

t are polar space and time coordinatess (u, v, w) andp the velocity and pressure fields, athe: (T —Ty) /AT

is the reduced temperature. Two non-dimensional groups arise, the thermocapillary Reynolds number Re and the

Marangoni number Ma

_ ’yAJ;d’ Ma — fyATd' 3)
PV PYoRO

For comparison with other work, the Prandtl numbereP¥a/Re = v /x is defined at the reference temperature.

The geometry is characterized by the four aspect ratios (see fig. 1)

d d d d

==, Te=—, Apg=— =
R °T Re M dnet deold

Re

; (4)
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where, in the following, we fix the three aspect ratids = d/R:;. = 0.1 and Apot = Acolg = 1 such that
Atc = 1 4 Anot + Acoig = 3, and varyl’ = 0.5, 0.66 and 1, which are values of common interest in the literature.

A major difficulty in solving (2) is the determination of the shalag(z) of the liquid—gas interface. Here we
assume a pinning of the interface at the sharp circular edges of the rodg(ke= £1/2) = 1/T". Furthermore,

we consider the limit of asymptotically large mean surface tensignfor which the capillary number Ca=

~vAT /oy — 0. Using this approximation is justified for silicone oil liquid bridges: An asymptotic analysis

of (18) has shown that the steady flow-induced interface deformations are typically smaller than 0.1% of the
radius of the liquid bridge (see also (19)). Oscillatory flow-induced deformations were measured by (20) to be
of the order of 0.1 microns. Thus, the dynamic oscillatory deformations weréimes smaller than the length

scaleh = 10 mm of the liquid bridge (see also (21; 22)). Taking the limit €a 0, flow-induced (liquid and

gas) interfacial deformations are absent. Therefore, the interfacial shape is independent of the flow and can be
determined by solving the Young—-Laplace equation (12). In the absence of gravity and for unit non-dimensional

volume of liquid
1/2
V= hi(2)dz =1, (5)
-1/2
the liquid bridge is cylindrical, i.ets = 1/T". The cylindrical shape of the liquid bridge is experimentally proven
to be a good approximation for silicone oil liquid bridges.

The bulk equations (2) are solved assuming axisymmeétry={ 0) and closed by the boundary conditions. Along
the cold and hot support, no-slip and isothermal boundary conditions are enforced

hotrod: w=0, 6=1/2 (6a)
coldrod: =0, 6=-1/2 (6b)
whereas no-slip and adiabatic conditions are assumed at the walls of the test chamber
r=1/T¢: uw=0, 0.0=0, (7a)
z=1MA¢/2: u=0, 0.,60=0. (7b)

Finally, imposing kinematic boundary conditions, balancing the stresses and the heat fluxes and imposing continu-
ity of velocity and temperature at the liquid—gas interface, respectively, yields

r=1/T: u =0, (8a)
(v0/1)0:6 + Ow = (1g/p(T)) Dy, (8b)

0,0 = (rg/x(T))d, g (80)

U = Ug (8d)

0 = by, (8e)

wherepg = pgrg andp(T') = pv(T') are the dynamic viscosity of gas and liquid phase, respectivglys the
axial velocity in the surrounding gas aig andéy denote the velocity vector and the temperature in the gas phase,
respectively.

3 Numerical Methods

The mathematical problem defined in Sec. 2 admits axisymmetric steady state solutions which are computed by
means of the Newton—-Raphson method

J(y") oy =—f(y"), (9a)
Yyt = yF + 5y, (9b)

whereJ (y*) is the Jacobian of (2y = (u,w,p,0)" the solution vectork enumerates the iteration step(y*)
is the nonlinear residual ardy the solution increment between theh and the(k + 1)-th iteration.

Inserting (9b) in (2) and linearizing with respectdg yields

V.-du=-V-uF, (10a)
Re(6u - Vu* +u* - Véu) + Vip — V- (v/1yViou) = —Re(u* - Vu*) — Vp* + V- [u(T*) /1y Vur],
(10b)

Ma (du - VO +u* - V) — V- (k/koV60) = —Ma (u” - VOF) + V - [k(T%)/roVO*], (10c)
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where the convective term has been linearized by
V- (uk+1uk+1) ~-V- (ukuk) +V- (uk“uk) +V. (ukukH) . (11)

Equation (10) is solved using the same grid, initial guesses and convergence criteria as in (23).

4 Heat Transfer Model

The numerical solution of the steady multiphase Navier—Stokes system ensures a full thermal and mechanical
coupling between the liquid and the gas phase. Hence, no additional models are required to determine the heat
transfer between the liquid bridge and the surrounding gas. Post-processing the flow fields allows to compute the
heat transfer across the interface. Witandd,.6|; obtained from the numerical solution and evaluated at the free
surface, the heat exchange at the liquid—gas interface can be recast in a Newton'’s cooling law

. 87"9|l
r=1/T: Bi= , 12
/ 0 b (12)
where the cold rod temperatuée; = —1/2 is used as the reference temperature. Equation (12) uses a non-

standard definition of the Biot number, such that, if:Bi0, andé > 6, thend,.d|; > 0. Equation (12) can be
understood as a definition of the local Biot number, or Biot function,

_ hg(z)d
==
where) is the heat conductivity of the liquid arigy(z) the heat-transfer coefficient of the gas. In this framework,

the Biot function not only depends an but also on all other governing parameters, i.e=BBi(z; Re, Pr, T, Prg,
Ftc7 ...).

Bi(2) (13)

The classical Newton’s cooling law is based on a constant Biot numbet (Bfor adiabatic free surface). This

is a poor approximation to the actual heat transfer process. We aim at deriving a robust fitzEdReBPr =

28.5,T', Pry, ...) assuming air as surrounding gas (i.eg Pr0.71). Once the Biot function is known, (12) can be
interpreted as a boundary condition tbin the framework of a single-phase flow model. Using the Biot function,

the single-phase model would yield almost the same flow and temperature field as the two-phase model, albeit with
much less numerical effort.

0.5

R o

—0.5 b : : ‘
Bi

Figure 2: Biot function folPr = 28.5, I' = 0.5, Re = 300 and ambient air (full line). Power-law fits to 8i) in
the region of the thermal boundary layers at the hot and cold wall are shown as dashed, dotted and dashed—dotted
lines. The circles indicate the stationary points ofBi

A typical Biot function is shown in fig. 2 (full line) fof* = 0.5 and Re= 300. Owing to the high Prandtl number,
the temperature field in the liquid is subject to strong convective effects. The corresponding thermal boundary
layers on the cold and the hot wall are reflected by the sharp minimum and maximum of the Biot function near the
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edges: = +1/2. The dependence of the Biot function in the boundary layer region is well captured by power laws
(dashed, dotted and dashed—dotted lines in fig. 2). Moreover, the locations and the absolute values of the stationary
points of Bi(z) (see fig. 2) are well described by the functional dependence

{5cold» Bimin» 5hot> Bimax} ~ AO + Al Re+ AQ/ReA3» (14)

wheredcoid = zmin aNddnet = 0.5 — zmax are the distances from the cold and hot wall of the minimum and maximum
of the Biot function, respectived; = «; + ;" are fit parameters which, to good approximation, depend linearly
onT within the rangd” € [0.5, 1]. This is demonstrated in fig. 3.

Based on the typical behavior shown in fig. 2, the dependence(oj Bi the layers at the hot and cold rods are
represented by

z € [Zmax 0.5] : Bi = agp + a1,(0.5 — 2)*2" (15a)

— 0.5 + zmi )
c lgmm’ Zmin] : Bi = ager + a161(0.5 4 z)*2<! (15b)
Z € [Zmin, Zmin + 0.1] : Bi & age2 + a102(0.5 + 2)42<2. (15¢)

Adding these terms and including a polynomial of degree five to fit the intermediate behavior far away from the
edges (middle part of the Biot function, subscript m) yields the functional form of the fit for the Biot function

5

2
Bi = [agn + a1,(0.5 — 2)*?"] + Z Aocj + @1cj(z +0.5)2<] + Z im2, (16)
j=1 =0

wherea;p, a;c1 anda;e2 (i = 0,1,2) anda;,, (@ € [0, ..., 5]) are fit parameters. The constants can be collected
ag = app + age1 + age2 + agm, oNce the individual subregions have been fitted.

All coefficients are function of the aspect rafioand the Reynolds number Re. By combining results from all
simulations, the functional dependence of the fitting coefficient @md Re will be obtained. The functional
dependence (14) has been employed for fitting a;.1 anda;.o, and the result is reported in table 1. Such
assumption is motivated by the ansatz for the fit of the stationary points of the Biot function. In order to achieve a
robust fit, which can also elucidate the boundary layer scaling @f)Bive follow a multistage approach.

In a first step only the power laws (15) for the boundary layers are determined. Each fit requires the determination,
by least squares, of three fit parameters. Since the fitting function is non-linear, a Newton method is employed to
find the solution of the non-linear system resulting from the least squares minimization. Given an initial guess for
the coefficients, the iteration is terminated when the absolute norm of the residuals of the fit coefficients is less
than10~2. To obtain a robust fit, the fit protocol follows four stages.

1) all three coefficients are obtained by (15) fitting(B) for each combination of* € {0.5,0.66,1} and
Re € [30, 1500];

I) the coefficientag. (Wherex € {h, cl,2}) is fitted by (14) and a successive fit operation is employed to
find the coefficientsy; andg; reported in table 1 (see fig. 4). Inserting the fitagf in (15), the other two
coefficients are obtained fitting 8i) for each combination df € {0.5,0.66, 1} and Ree [30, 1500];

) the coefficienta, is fitted by (14) and a successive fit operation is employed to find the coefficieatsd
0; reported in table 1 (see fig. 5). The fit @f, is substituted in (15) together with the fit af.. The last
coefficient is computed fitting Bk) for each combination df € {0.5,0.66, 1} and Rec [30, 1500];

IV) the coefficientas, is fitted by (14) and a successive fit operation is employed to find the coefficigatsd
(; reported in table 1 (see fig. 6).

Once all the fit parameters of the power laws have been determined, (16) is employed to detgynmireesingle
step using the same least squares and Newton—Raphson method empleygddor anda...o.
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Figure 3: Minimum, Bi,n, and maximum, Biax, Of the Biot function B{z), and corresponding distance from the
cold and hot rod¢.qg anddnet, respectively. Markers refer to simulation daf&:= 0.5 (circles, full line), 0.66
(squares, dashed line) and 1 (triangles, dash-dotted line). The lines refer to least square fits.
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5 Results

The three successive fits corresponding to stages I, Ill, and IV, are demonstraigg {br, Re), a;.o(T", Re) and

az2(T", Re) in figs. 4, 5 and 6, respectively. No continuation method is employed for educating the gugss of

a1, andas, depending on their value at a previous Reynolds number. This explains the scattgnafich is due

to an underdetermination of the non-linear system to fit (see fig. 4). Reducing the underdetermination of the system
by fixing ao. leads to a much smaller scatter in stages Il and IVafgrandas.. (see figs. 5 and 6, respectively).

As for the location and absolute value of the stationary points of the Biot function, alsg.far;.; anda;.», the

fitting constants4; are well approximated by a linear fit in

Table 1: Fit coefficientsl; = «; + 6;T, a;n, a;c1 anda;.o are fitted with the ansatz (14).

Qoh Q1h a2h
ap  14.971 —14.089 0.00597
Bo O —11.215 —0.0124
ap  —0.115 0.00353 —6.99 x 107°
81 0 —0.0016 2.86 x 1075
as 0 —2.277 0
By 0 9.190 0
as 0 —0.246 0
Bs 0 0.163 0
apc1 A1c1 a2¢1
ag  —0.287 0 2.960
Bo —6.254 0 —27.306
a; 0 0 8.43 x 1075
61 0 0 —8.10 x 1075
as 0 0.743 2.787
B 0O 0.491 26.183
as 0 0.587 0.0607
Bs 0 2.861 —0.0348
apc2 a1¢2 a2¢2
ap  —2.922 0.574 0.0301
Bo —47.389 54.748 0.0149
a; 0 —0.0014 2.70 x 1076
61 0 0.00410 9.25 x 1076
as 0 0 —14.204
By 0 0 46.087
as 0 0 1.079
Bs 0 0 0.599

In the next step all constant coefficients. are gathered iny and the remaining coefficients,, fori =1, ..., 5,
are determined by inserting,, asy, aic1, a2¢1, a1c2 @ndaseo into (16). The coefficient, has been obtained by
means of a free fitting operation shown in fig. 7. A successive fit @ done using the ansatz (14) with oy ;
and leads tody = 13.626 — 52.635I" and A; = —0.00297 — 0.00170T".

In order to make the polynomial fit more robust, the other coefficieptshave been found by means of a con-
ditioned minimization of the least square distance as follows. Provided that the unconditionea.fit fovhere

i = 1,...,5) has been obtained for the lowest Reynolds number considergg, Re30, the fit coefficients at
higher Reynolds numbers are conditioned[®y, (Re) — a;» (Renin) — Re/Remin + 1] € [—1,1]. The resulting
fitting coefficientsa;,,(Re I') can be downloaded from
https://mega.nz/#'hQEmFIwY!9ybtrqWOgPd2NYYnafGOEpC5CeA30JF50B3DBUH1WKw

Employing the multi-stage methodology described in Sec. 4, a robust and physically motivated fit is obtained to
model the Biot function for a wide range of thermocapillary Reynolds numbers and for all three aspect ratios of
our study. A comparison between the Biot function obtained by the fit and the Biot function resulting from the
multiphase numerical simulation shows a good agreement (fig. 8).

The importance of a robust heat-transfer model, which depends on the surrounding gas, is evident for numerical
simulations of the flow in thermocapillary liquid bridges and the onset of three-dimensional instabilities. The
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Shown are data fof' = 0.5 (circles, full line), 0.66 (squares, dashed line) and 1 (triangles, dash-dotted line).
Ay (T") is depicted as solid dots and the fit as a solid line in the side panel.
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Figure 5: Fit of the coefficient; .o resulting after stage Il. The open markers refer to the fit of the Biot number
for z € [zmin, 2zmin + 0.1] @andT" = 0.5 (circles), 0.66 (squares) and 1 (triangles) after that has been fixed
as reported in table 1. The solid, dashed and dashed—dotted lines are the power-law fits employeg tmfit
I' = 0.5, 0.66 and 1, respectivelyl, ; (') are depicted as solid dots and the fits as a solid line in the side panels.
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Figure 6: Fit of the coefficiento.o resulting after stage Ill. The open markers refer to the fit of the Biot number
for z € [zmin, 2zmin + 0.1] andI’ = 0.5 (circles), 0.66 (squares) and 1 (triangles) after that anda; .o have been
fixed as reported in table 1. The solid, dashed and dashed—dotted lines are the fits employeg fofii* = 0.5,

0.66 and 1, respectivelyly 1 2 3(I") are depicted as solid dots and the fits as a solid line in the side panels.
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Figure 8: Comparison between the Biot function obtained from the multiphase simulation (solid line) and the
corresponding fit obtained by the multi-stage approach of sec. 4 (solid line with full markers) for 25,

Re = 300, I' = 0.5. The dashed, dotted and dashed—dotted lines indicate the power laws fits within the three
subranges.

primary goal of the model is to replace (8c) by a boundary condition (12) which only involves the liquid phase and
the Biot function. Since the viscous forces exerted by the gas on the interface can often be negjecteyitkis
single-phase approach still leads to a reliable prediction of flow in the liquid bridge. The computational cost of a
single-phase solver is much cheaper (saving aliout for the present simulations cost) than the corresponding
multiphase solver employed.

To demonstrate the effectiveness of using the Biot function in combination with a single-phase solver we compare
the resulting free-surface velocityss| employing different methods in fig. 9. The surface velocity obtained using

the Biot function (dots) much better approximates the reference result of the two-phase simulation (full line) than
the single phase solver using Bi0 (dashed line) or Bi= —0.2 (dashed—dotted line, value suggested by (24)). This
clearly demonstrates the superiority of the Biot-function approach over the use of a constant unknown Biot number.
The advantage is understood when inspecting a typical Biot function as in fig. 2: Only the zegipn0.4, 0.4

may perhaps be approximated by a constant Biot number. The sharp variatidn)ahBhe boundary layer region

close to the hot and the cold walls, however, cannot be represented by Newton’s heat-transfer law with a constant
Biot number. The (false) modeling assumption of an adiabatic free surface leads to an increase and thinning of
the velocity peak at the cold wall and too low surface velocities near the hot rod. A similar trend is observed
for Bi = —0.2, even though the free-surface velocity compares slightly better with the multiphase simulation, in
particular, near the cold corner (fig. 9).
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Figure 9: Comparison of the free surface velogity| obtained by the multiphase solver (solid line), single-phase
adiabatic solver (dashed line), single-phase solver with-Bi-0.2 (dashed-dotted line) and single-phase solver
supplied by our heat transfer model (full markers) foeP28.5, Re= 300, I = 0.5.

6 Discussion and Conclusions

A correlation for the space-resolved heat transfer across the free surface between a liquid bridge and the ambient
gas phase has been established. To that end fully-coupled, multiphase, axisymmetric simulations for a 2 cSt-
silicone-oil liquid bridge surrounded by air have been carried out for a generic adiabatic air chamber. The heat
transfer across the liquid—gas interface has been computed for 150 configurations varying the aspect tia¢io

liquid bridge and the thermocapillary Reynolds number Re, i.e. the strength of the flow.

Based on the two-phase data computed, a heat transfer model has been proposed in form of Newton'’s cooling law,
but with a space-dependent Biot number which was called Biot functi¢r) Brhe Biot function, obtained by a
multistage fit, well reproduces the characteristic strong variations of the heat transfer near the edges of the interface
which are caused by the thermal boundary layers in the flow. The shape of the Biot functipm&ar the walls

can be well represented by power laws. The resulting explicit fit compares very well with the heat transfer obtained
from multiphase simulations without any a priori heat-transfer modeling.

Additional accurate calculations of the steady axisymmetric flomMfee 1 have been carried out fdf', Re) €

{0.5,1} x {30, 1500}, admitting dynamic, flow-induced surface deformations using the material properties of

2 cSt silicone oil. The calculations are based on the dddeanStable briefly described in section 4.2 of (17).

In all four cases, the difference in the surface temperature when dynamic surface deformations are taken into
account as compared to when they are neglected was nowhere larggsthan>. Moreover, computing the Biot
function Bipsp(z) taking into account the dynamic surface deformations (DSD) for the above cases, the difference
|Bipsp(z) — Bi(z)| was always two orders of magnitude smaller than the confidence level of the fit used. These
tests confirm that dynamic free surface deformations can be safely neglected for the parameters investigated.

The correlation derived in form of a Biot function can be supplied as a boundary condition to any single-phase
solver. Corresponding single-phase simulations were shown to much better approximate the results of the fully
coupled multiphase solver than any Newton law using a constant Biot number. Beyond the practical advantages
of the present model to reduce the computational cost of multiphase solvers by equivalent single-phase solvers,
we expect that the use of a Biot function will contribute to clarify the asymptotic scaling(ej Bi the boundary

layer regions and help guiding experimental measurements of the heat transfer which are planned to be carried out
under microgravity conditions (25).

Future work should aim at extending the parametric study presented, including the effect of gravity forces which are
relevant for ground conditions, as the hydrostatic pressure does affect the shape of the liquid bridge. Furthermore,
other liquids, gases and chamber geometries might be of interest.
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Modelling of Heat Transfer and Fluid Flow through a Granular Material
and External Wall Barrier

E. Szymanek, A. Tyliszczak

Heat and fluid flow simulations for granular material in wall barriers allow to design them in a way that maximally
reduces the expenditures on utilisation of buildings. This paper demonstrates the solution to the problem of the
passage of air through the external wall barrier. It shows how the temperature changes inside the wall barriers
when the external temperature changes. Two types of partitions are tested: single-layer (granular material) and
two-layer (granular and concrete material). The paper presents comparison of the results of the numerical model
and in-house code with the experimental data. The numerical model applied is based on the unsteady equation
of heat conduction (3D) and the Navier-Stokes equations. A high-order compact method in combination with the
WENO scheme and predictor-corrector method are applied for the spatio-temporal discretisation. The flows of air
and heat in the granular layers are modelled using immersed boundary technique, which allows to use Cartesian
meshes for objects with very complex geometric shapes. The correctness of numerical model applied has been
verified by comparisons with ANSY'S Fluent results and experimental data obtained from measurements performed
in a laboratory and in-situ.

1 Introduction

The process of heat transfer occurs wherever temperature differences exists and a material has conductive prop-
erties. It is very common and present in many technological branches. This paper is devoted to an analysis of
the heat and fluid flow through granular materials, which are important to a vast array of industries. For instance,
in chemical engineering and catalytic reactors, where large surfaces of packed granular beds intensify chemical
reactions (Alvarez de Miguel et al., 2014; Yancy-Caballero et al., 2018), in energy production systems, where gran-
ulates are promising materials for heat storage and heat transfer media (Baumann and Zunft, 2014; Ma et al., 2014;
Ratuszny, 2017), in spray drying and spray granulation installations (Hoffmann et al., 2015; Diez et al., 2018) or

in construction industry, where the granular layers are used for wall barrier and heat insulators (Szymanek et al.,
2014). In this last example the knowledge of temperature distribution is necessary both to evaluate the efficiency
of materials used for wall barrier as well as to assess the correctness of their construction method. In this type of
applications the granular materials are currently regarded as one of the most demanding systems. Description of
the heat transfer in granulates in the same way as in solids, liquids or gases is impossible and requires the anal-
ysis of a number of interrelated processes and the use of increasingly advanced computational and experimental
methods. Difficulty is caused by the fact that empty spaces between the granular particles can be filled with gas or
water (see Fig. 1) and the heat exchange can take place between them as well as with the granular material, thus
leading to a coupled complex problem. Certainly, precise explanations of the phenomena occurring between the
constituents in granular systems could be helpful for designing not only new type of wall barriers with improved
control of temperature changes but also for all aforementioned industrial branches.

Measurements of the flow behaviour in complex granular structures are often based on sophisticated imaging tech-
nigues (Hainswoeth and Aylmore, 1983) including tomographic methods based on X-rays (Computed Tomography,
CT) (Breugen et al., 2014). Attempts of theoretical descriptions of the transport processes inside the granular layers
are not fully successful and require knowledge of many empirical parameters. Some of the models describing the
heat transfer through the granular bed are based on formulas for homegenous medium assuming that over the time
the differences between the phases disappear and fluid and solid materials have similar temperatures (Amhalhel
and Furmaski, 1997).

In line with rapid development of computational technology the granular layers are more and more studied using
numerical methods. Various modelling approaches have been developed for these purposes, they all belong to the
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gas phase solid phase

Figure 1: Three-phase granular bed system

CFD (Computational Fluid Dynamics) methods and are based on continuous models (Massoudi, 2006) includ-
ing finite element/finite volume methods (FEM/FVM), lattice Boltzmann techniques (LBM) or fractional calculus
(Szymanek et al., 2014). Vargas and McCarthy (Vargas and McCarthy, 2001) have developed a TPD (thermal
particle dynamics) method based on the Discrete Element Method (DEM) allowing analysis of grain-grain inter-
actions. This approach was also used to describe the heat and mass flow in granular beds by Ferrez and Liebling
(Ferrez and Liebling, 2001). In their work the granular beds were treated as systems consisting of solid bodies and
a system of different pore sizes filled with liquid, gas or a mixture of them. A similar approach to the problem was
presented in (Tian and Shu, 2009), where the granular material was described as a homogeneous bed consisting of
elements of irregular structure (porous, granular). Ordonez and Alvarado (Ordonez and Alvarado, 2010) proposed
a model of heat transfer through a granular bed taking into account the temperature of the solid and gaseous phase
separately.

Despite the above mentioned advanced studies the complexity of the flow and thermal processes occurring inside
the layer causes that in many cases researchers focus an analyses of simplified problems taking account granular
particles with simple shapes. For instance, isolated spheres were studied by Fornberg B. (Fornberg, 1988), while
interactions between two spheres being in close proximity were analysed by Dixon et al. (Dixon et al., 2011).
Recently, Li et al. (Li et al., 2017), investigated the flows and heat transfer around two spheres using the large
eddy simulation (LES) method. An analysis of interactions occurring in this flow type cane can be also found in
(Qi et al., 2018), where the flow between two interactive particles was studied using a three-dimensional lattice
Boltzmann model.

In the present paper we concentrate on numerical studies of the heat and mass flow in granular layers composed
of spherical objects located in a stream of flowing medium or in a wall barrier. The numerical model applied

in this paper allows to precisely compute the inner temperature distributions and their variability over time. The
solver used in this research is an in-house code called SAILOR. It is based on the unsteady equation of heat
conduction (3D) and the Navier-Stokes equations, which allow modeling the airflow in the cases in which the
walls are made of permeable granular materials. The analysed problem is treated as unsteady and the flow is
assumed to be laminar. The solution algorithm is based on the projection method for determining the pressure
field and velocity. A high-order compact method in combination with the WENO scheme and predictor-corrector
method are applied for the spatio-temporal discretisation. The flows of air and heat in the granular layers are
modelled using immersed boundary (IB) technique, which allows the use of Cartesian meshes for objects with
very complex geometric shapes. It was demonstrated that the IB method can be used for modelling of laminar
and turbulent flow regimes with domains changing in time and moving objects and with heat exchange (Fadlun et
al., 2000, Mittal and laccarino, 2005). Concerning discretisation methods it has been successfully applied along
with the spectral methods and finite/compact difference methods. In this work we apply probably the simplest
variant of the IB method, i.e., the so-calledlume penalisatiomethod (IB-VP), also known dctitious domain

(Mittal and laccarino, 2005, Khadra et al., 2000) method. In the IB-VP approach the fluid is penalized from
entering a solid part of a domain by adding a continuous forcing term to the equations governing the heat and fluid
flow. The forcing extends throughout the entire volume of solid body and is not just confined to a neighbourhood
of the solid interface. What makes the IB-VP method very attractive is the simple implementation and the use
of an easily definable phase-indicator function (mask function), which by "switching-on / off” easily identifies
the computational nodes as fluid or solid parts. The correctness of applied numerical model has been verified
by ANSYS Fluent and by experimental data obtained from measurements performed in a laboratory and using
real bulkheads. The purpose of the experiment was to determine the internal temperature distributions and their
variability in respect to a changing temperature outside the bulkheads. During the measurements the samples were
placed in a climate chamber that could be accurately controlled. It enabled to simulate real outdoor conditions and
on the basis of the obtained results, temperature profiles in layers were created.
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2 Mathematical Modelling

In this paper we consider variable temperature and variable density flows. The changes of density are caused
by increasing/decreasing wall temperature and they are larger than acceptable by Boussinesq approximation. We
consider therefore a low Mach number flow described by the continuity equation, the Navier-Stokes equations and
the energy equation, which in the framework of an IB-VP approach are defined as:

dhp+V-(pu) =0 1)
p(Ou+ (u-Viu)+Vpl =V -7+ fB (2)
pC, (0T + (u-V)T) = V - (kVT) + 18 (3)

The set of Egs. (1)-(3) is complemented with the equation of giate pRT. In open flows with inlet/outlet
boundariegy is constant in space and time (Tyliszczak, 2016). The molecular visca3ityithin T is computed
from the Sutherland law. The source terfit8 and £® originate from the 1B method and their role is to act on a
fluid in such a way as if there were a solid object immersed in the flow domain.

2.1 Solution Algorithm

The solution algorithm for Egs. (1-3) is formulated in the framework of a projection method (Fletcher, 1991) for
pressure-velocity coupling with a direct forcing approach for the IB method (Mittal and laccarino, 2005). The time
integration is based on a predictor-corrector approach (Adams-Bashforth/Adams Moulton) and the spatial discreti-
sation is performed using 6th/5th order compact difference and WENO (Weighted Essentially Non-Oscilatory)
schemes on half-staggered meshes (Tyliszczak, 2014, Tyliszczak, 2016). In the framework of the IB approach the
solution algorithm is defined as follows.

Predictor step. Generally, we assume that the time-stég)(can vary as the flow velocity changes in the suc-
cessive time-steps,.,n — 1,n,n + 1, .... With this assumption the 2nd order Adams-Bashforth method is given

as:

pu” = put :<1+ At )Res{u”)

At 2An—1 @
— ﬂResu’H) — Vp"I + f'B
2A"—1
-1 At" n
“Ap = (1 + 2At”—1> RegT™) -
_ ﬂReg{Tn—l) + Lle
2An—1 pCp T

where Regu), RegT) represents the convection and diffusion terms of the Navier-Stokes and energy equations.
The formulas for the source terni§” and f© are discussed latter. The velocity fiald computed from Eq. (4)
does not fulfil the continuity equation (i.€;p + V - (pu*) # 0) and according to the projection method (see
(Fletcher, 1991)) it must be corrected using the gradients of pressure corredjiacdording to the following
formula:

pu™ = pu* — At"Vp'I (6)

wherep’ is computed from the Poisson equation:
1 * *
V- (VP) = 7 V- (pu”) + 0ip7] @)

resulting from the conditiod;p+ V- (pu**) = 0. The density is computed from the equation of siate- p* RT*
and its time derivative needed in (7) is disrcretized using 2nd order formula

(AtnAtn_l)_l
(Atn + Atn—1)
—(Atn +Atn71)2ﬁn 4 (Atn)Ql—)nfl}

atp* _ {[(Atn + Atn_l)2 _ (Atn)2] ﬁ*

®)
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Corrector step. The 2nd order Adams-Moulton method is defined as:

pat =" 1 pequr) + Regu™)) — Vpil + £1B 9)
Atr 2
Tt 1 1 1
—— = —(RegT™* RegT" —fIB 1
Ap = 5 (REST™) +ResT) & oot (10)

Again, the velocity fielda* does not fulfil the continuity equation and its correction is defined as:
pu" "t = pu* — At"Vp'T (11)

The equation; + V - (pu™*1) = 0 leads to the Poisson equation (7). Its solution allows us to correct the velocity
using (11) and to update the pressure field as:

it =p" 4y (12)

The density is computed fropy = p* RT"*! and the next time step begins.

IB-VP source term. The IB-VP method works through penalizing a difference between the actual and assumed
velocity and temperature of the solid body. The role of the source t¥fand £ is to mimmic the presence of
solid objects in the flow domain. In the volume penalization variant of the IB method they are defined as:

£8 — _Prixyu—u,), =% re -1 (13)
n n
wheren < 1 is the so-called penalization parameter with dimension of time unitfandhe phase indicator
defined as: .
_J 0, forxeQy
() = { 1, forxeQ (14)

ForI'(x) = 1 withn <« 1 Egs. 4 and 6 reduce W" ~ At™u,/(n+ At™) andT* ~ At"T,/(n+ At™) which for

n < At™ leads tou* =~ u, andT* =~ T;. Thus, the forcing terms enforces the no-slip boundary conditions and set
the required temperature of the solid objects. Simplicity of the IB-VP method has, however, direct consequences
in lower accuracy. Similarly, as in the classical IB method with a stepwise approach (i.e. without the interpolation
(Fadlun et al., 2000)) the formal order of the IB-VP method is at most equal to one (Khadra et al., 2000, Kadoch
etal., 2012).

3 Experiment/Laboratory Tests

The correctness of the proposed model has been verified by means of data obtained from experimental research.
Two configurations of barriers 20mm) were analyzed: granular layer20mmm) and granular@mm)/ con-

crete 60mm) layer. The materials used in construction were concrete and granular material (expanded clay) show
at Fig. 2b,c.

Temperature measurements were carried out using the thermocouples placed in holes drilled in layers. The empty
spaces between the test center and the thermocouple were filled with drilling dust or pieces of expanded clay, so
that the thermocouple would closely adhere to the material being tested. The walls constructed in this way were
placed in a climatic chamber Series 3 LTCL600 (TASLtd., WestSussex, UK) (see Fig. 2a), which allowed setting
the outside temperature and its precise control during the entire experiment. The thermocouples were placed in
layers in many spatial locations. The aim of the experiment was to determine the internal temperature distributions
for the changing temperature outside the barriers.

4 Results

4.1 Assessment of the IB-VP Accuracy

As it was mentioned in the previous section the accuracy of the IB-VP method is at most of the first order. Here,
we verify how this limitation translates on the results obtained for the cases including the heat and mass transfer
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Figure 2: Climatic chamber (a) and material used to wall barrier construction: concrete (b), granular material (c)

in the flows in channels and between or around spheres. The test cases include: (i) an isothermal flow in a channel
filled with six layers of spheres, (ii) a flow around heated spheres, (iii) a flow through a bed of granular material
and a two-layer bed (granular material with concrete).

In the test case (i), flow through channel filled with a cubic lattice of spheres is examined. The considered config-
uration consists of six layers of spheres with diamefers- 28mm. Their quarters are located in the corners of

the channel. The simulations were performed for Reynolds nuniters UD /v = 204.74 (U - inlet velocity, v

- viscosity) Re = 105.57, Re = 59.78 Re = 28.88. The numerical results were compared with experimental data
(Suekane et al., 2003) and with the results obtained using the ANSYS Fluent. An important factor affecting the
accuracy of the analysis is the density of the mesh. For the SAILOR code the used meshes were regular and uni-
form and consisted of 40 x 160 x 40 to 80 x 320 x 80 nodes. The simulations performed with ANSYS Fluent were
obtained on body-fitted tetrahedral meshes with approximatély10° (mesh M1) and’ - 10° (M2) tetrahedral

cells.
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Figure 3: Axial velocity profiles at the location y=4D in a channel filled with six layers of spheres

It can be seen that the results obtained from SAILOR and Fluent practically overlap and are almost independent
of the density of the grid. Equally important is that the experimental data are matched very well, see Fig. 3. It can
be seen that for the higher the Reynolds number, the convergence of results is befier=A104 the computed
solutions are in excellent agreement with the experiment. Examination of the profiles-at28 reveals a slight
discrepancy between the experimental data and numerical results, however, the differences are not large.

In the test case (ii) the flow around three hot sphefes={ 10mm) is analysed. The spheres (Fig. 4) have the
following coordinates respectivelyX,Y, Z) = (0.0,0.0,0.1), (X,Y, Z) = (—0.0225,0.0,0.145), (X,Y, Z) =
(0.0225,0.0,0.145). Temperature of the first sphere380K, while two next have temperatusg3K. The tem-
perature of the incoming flow 00K . The flow rate is assigned such that the Reynolds number based on the inlet
velocity and sphere diameter is equal to 100.
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Figure 4: Flow around heated spheres

In this case the grids contained respectiviely x 160 x 121 (M1) and121 x 320 x 121 (M2) nodes for the SAILOR

code and approximately- 106 cells for simulation using the ANSYS Fluent code. The results of calculations are
shown in Fig. 5. Temperature and vertical (V) and horizontal (U) velocity values were compared at selected
heights from the inlet. It can be seen that also in this case the compatibility between the results is very good, both
the temperature field and the velocities of both simulations are almost identical. It proves that the applied IB-VP
method and the solution algorithm are accurate and formulated correctly.

It should be noted that preparing a body-fitted mesh in these relatively simple configurations was not difficult.
However, the geometry shown in Fig. 3 required the definition of small, thin cylinders at the point of contact
between the spheres. Otherwise, the meshing process caused very distorted cells near the contact points. The
applied IB method is free from such problems, i.e. fixed objects can be in any form of contact and even deform
each other.

4.2 Heat Transfer in the Single and Double Layer Barriers

The results obtained showed that IB-VP approach could be applied for modelling of the heat and fluid flow in
complex domains and around solid objects. In this subsection we analyse the heat transfer inside two industrial
configurations of the insulation barriers. They are shown schematically in Fig. 6 along with the locations of the
thermocouples used for temperature measurements. The first barrier is composed of single layer granular material
(expanded clay, see Fig. 2c), with heat diffusivity equakfo= 8.0 x 10~"m?/s. In the second case there are
two-layers composed of granular material and concrete (see Fig.2b6.8 x 10~"m?/s). In the experiment the

length ), height ,) and width {.) of the layers were equal @12m, 0.3m, 0.3m, respectively. The layers

were insulated from the top and bottom £ +Ly/2) and atz = +L. /2. In the simulations the dimensions of

the barriers werd, = 0.12m., L, = 0.04m, L. = 0.04m and aty = +Ly/2 and atz = +L./2 we assumed
adiabatic conditions. Taking smaller layer for the simulations was necessary because of very high computational
costs that would be required for the full scale model. For the layer composed of the granulate we assumed the
following options: (i) uniform material with an effective heat diffusion coefficient obtained from experimgng (

5.3x 10~ "m?/s); (i) spherical (0 = 10mm) granules with empty spaces filled with air,{, = 1.9 x 10~5m?/s);

the layer was represented bg x 5 x 5 orderly packed spheres. For the latter configuration we considered the
cases in which the air was stagnant and when it was flowing from the bottom. In this configuration two buffer
layers were added to the domain, i@02m from the bottom and.04m from the top. They were required to
specify the inlet and outlet boundary conditions and to minimise their impact on the flow in between the spheres.
In the performed simulations the mesh was uniform and consistegbof 208 x 84 nodes. The preliminary tests

have shown that such a mesh is dense enough to obtain qualitatively consistent solutions.

Initially, the temperature of the barriers was uniform and equ@O&¥ . Then, on the right hand side that was
treated as an external building side (see Fig. 6), the temperature started to decrease such that at@h@time

it has fallen down t@65K, we assumed the linear decrease accordirf(tp = 298 — 2.083 x 1073¢[K]. The

changes of temperature inside the layers were computed by IB-VP approach and were measured by thermocouples
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Figure 5: Temperature and velocity profiles in the flow around heated spheres

for additional verification of the applied IB-VP method. In the following part we first compare which configuration

is more effective from the point of view of insulation and next we verify whether the assumption of the granular
layer as the uniform material with the effective heat diffusivity is accurate. Then, we analyse what happens inside
the layers when the air in between the granules starts to move. Note, that such an internal flow can be caused by
the natural convection or can be enforced by external sources, e.g. by air-condition system which removes air from
buildings and pumps it outside.

Figures 7 present a comparison of numerical results with experimental data for the single-layer and two-layer bar-
riers, respectively. The results obtained from the SAILOR code were verified by experimental data and simulation
results achieved using the ANSYS Fluent package. It should be noted that the values obtained by IB-VP method
and the ANSYS Fluent are convergent. A slight difference between the results of numerical calculations and exper-
imental data can be attributed to the complex structure of the granular bed and problems with accurate placement of
thermocouples and thus with precise data reading. This may have caused deviations from the numerically obtained
temperature distribution. Additionally, Fig. 7(on the left side, single-layer barrier) presents data from the barrier,
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Figure 6: Wall barriers with a schematic distribution of thermocouples

which includes air-filled inter-granular spaces (dashed line denoted as GR+AIR). Differences in the temperature
represented by solid lines (uniform material with effective conductivity) are large and originate from the fact that
inter-granular spaces filled with air have larger thermal conductivity. This leads to faster temperature change in the
entire layer, it is seen that at the end of the layer at the positien0.04m at the time12000s the temperature

is approximatelyl 0 K lower compared to the case with effective conductivity. It seems that in this particular case
modelling of the heat flow trough the layer assuming an overall heat conductivity is more accurate than treating
the layer with different heat conductivities of the solid and air. It can be caused by incorrect specification of the
solid material properties provided by the producer.
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Figure 7: Comparison of numerical results with experimental data: On the left: for a single-layer barrier. On the
right: for a two-layer barrier

The results for the two-layer barrier are shown at Fig. 7(on the right side). As in the previous case the differences
between numerical and experimental data are small. One can notice that in this configuration the decreasing
temperature propagates slower due to smaller heat diffusivity of the concrete. It is worth paying attention to the
shape of temperature profiles at the paint 0.1m. This is the point of connected layers of different structure.

One can notice a slight inflection, which indicates that the shape of the profiles changes at this point. This test case
was used only for validation purpose without involment of the IB method.

4.3 Simultaneous Heat and Flow Fluid in Single Layer Barrier

Next we focus on the case in which the air flows through the barrier. We consider the configuration presented at
Fig. 7(on the left side, single-layer barrier) and as the initial solution we take the results at the timeliz@ant
The air with the temperaturg0K flows from the bottom side of the barrier with a uniform velocity equal to
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0.1m/s. Figure 8 shows the temperature and velocity iso-surfaces and velocity vectors for the time 4 seconds from
the beginning of the simulation.

Figure 8: Isosurfaces of temperature and velocity and velocity vectors in the granular bed

The air entering the system is hotter then the barrier temperature and this implies that the temperature distribution
should change. Observing the distribution of velocity vectors one can notice local regions of recirculation with
locally downward flow. In the direction parallel to the direction of the air inlet one can see clear traces of the low
temperature behind the balls. Visibly higher flow temperatures can be observed between granules in inter-granular
spaces as evidenced by red iso-surfaces. The red peaks indicate a rapid flow of air. Such an inhomogeneity of flow
occurring around individual spheres intensify the heat exchange process. Figure 9 on the right side shows the flow
velocity distribution between the spheres and passing through them. It is worth paying attention to the zeroing of
the flow velocity in the cross-section, where these regions are marked with white color, and to the places where the
local velocity significantly exceeds the inlet velocity (color). This is because in the area of the granular material
the spheres occupy most of the volume and the flow must accelerate for the reason of mass conservation. On the
contrary, in the plane passing through the spheres (Fig. 9 on the left side) significantly lower velocity values are
observed and the spaces between the spheres characterize mostly negative velocity.

ACROSS ~_ INBETWEEN

o000 OoO
W W A
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Figure 9: On the left: velocity in the plane passing through the spheres. On the right: velocity in the plane between
the spheres.

Figure 10 shows the temperature distribution in the main cross-seetien() at the selected time instances. It

is seen that it significantly changes across the layer, both along the vertical/horizontal coordinate and between the
regions of particular spheres. Compared to the inter-granular spaces they remain colder for long time. Figure 11
show the profiles of temperatures extracted from data presented in Fig. 10 for the time in8tances 2s and

4s from the beginning of the simulation. The temperature variations across the layer are shown in two different
vertical locations and at four time instances. The dashed line shows the distribution from the lgcatidOdm

and the continuous lines correspond to the locatica 0.06m. The wavy shape of the profiles reflects varying
thermal properties of the granules and air. This shape is readily apparent and becomes more noticeable with time as
the cold air from the places in beetwen spheres slowly mixes with the flowing hot air. In the same time the spheres
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Figure 11: Temperature distribution in the granular bed at four time steps: t = 0.1s, 1.0s, 2.0s and 4.0s in the
locations y=0.04m and y=0.06m.

remain cold and get hotter only after while, as it was mentioned above. Although the presented solutions have
strongly unsteady character it should be mentioned that for long simulation time the temperature of the flowing air
will rise and equalise the temperature of the sphere.
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5 Summary

The paper presented numerical and experimental studies on the heat and flow in granular material and external
barriers composed of two kind of materials. Comparisons of the numerical and experimental data indicated sat-
isfactory agreement, both for basic test cases as well as for the granular layers and concrete layer used in the
barriers. It was shown that treatment of the granulates as uniform layers with effective thermal properties leads to
different results than in the case when the granular layer is considered as a complex system of solid material and
inter-granular spaces. It was shown that the temperature inside the barriers can be effectively controlled by the
motion of air inside the granular layer. In this case the flow and temperature distributions revealed large spatial in-
homogeneities where correct predictions are possible only with the help of advanced numerical tools. Itis believed
that IB-VP method presented and used in this paper is one of them.

Acknowledgements

This work was supported by National Science Centre, Poland (Grant no. 2017/27/N/ST8/02318) and statutory
funds of Czestochowa University of Technology under BS/MN 1-103-301/2018/P. PL-Grid infrastructure was used
to carry out the computations.

References

[1] Ivarez de Miguela, S., Gonzalez-Aguilara, J., Romero, M.; 100-Wh multi-purpose particle reactor for ther-
mochemical heat storage in concentrating solar power plantrgy Procedia49, (2014), 676 683.

[2] Yancy-Caballeroa, D.M., Biegler, L.T., Guirardello, R.; Large-scale DAE-constrained optimization applied to
a modified spouted bed reactor for ethylene production from metamaputers and Chemical Engineerjng
113, (2018), 162183.

[3] Baumann, T., Zunft, S.; Properties of granular materials as heat transfer and storage medium in CSP applica-
tion, Solar Energy Materials and Solar Cell$43, (2015), 3847.

[4] Ma, Z., Glatzmaier, G.C., Mehos, M; Development of solid particle thermal energy storage for concentrating
solar power plants that use fluidized bed technol&mergy Procedia49, (2014), 898 907.

[5] Ratuszny, P.; Thermal energy storage in granular dep&S,Web of Conferences, EEMS 2017, 01022,
(2017)

[6] Hoffmanna, T., Riecka, C., Bcka, A., Peglow, M., Tsotsasa, E.; Influence of granule porosity during fluidized
bed spray granulation, The 7th World Congress on Particle Technology (WCP&edia Engineering
102, (2015), 458 467

[7] Diez, E., Meyer, K., Bcke, A., Tsotsas, E., Heinricha, S.; Influence of process conditions on the product prop-
erties in a continuous fluidized bed spray granulation proggisemical Engineering Research and Design
139, (2018), 104115.

[8] Szymanek, E.; Blaszczyk, T.; Hall, M.R.; Dehdezi, P.K.; Leszczynski, J.: Modelling and analysis of heat
transfer trough 1D complex granular systéamanular Matter, 16(5), (2014), 687-694.

[9] Hainsworth, J.M.; Aylmore, L.A.G.: The use of computer assisted tomography to determine spatial distribu-
tion of soil water contentpustralian Journal of Soil ResearcR1(4), (1983), 435-443.

[10] Breugem, W.P.; van Dijk, V.; Delfos, R.: Flows Through Real Porous Media: X-Ray Computed Tomography,
Experiments, and Numerical Simulatiodsurnal of Fluids Engineeringl36(4), (2014), 040902.

[11] Amhalhel, G.A.; Furmanski, P.: Problems of modeling flow and heat transfer in porous rBadligtyn
Instytutu Techniki Cieplnej Politechniki Warszawsk&, (1997).

[12] Massoudi, M.: On the heat flux vector for flowing granular materials - partMifithematical Methods in the
Applied Science9(13), (2006), 1585-1598, 1599-1613.

[13] Vargas, W.L.; McCarthy, J.J.: Heat Conduction in Granular Mater®IEhE Journa) 47, (2001), 1052-
1059.

95



[14] Ferrez, J.A.; Liebling, T.M.: Parallel DEM Simulations of Granular Materidigh Performance Computing
and NetworkingSpringer Verlag,(2001).

[15] Tian, K.S.; Shu, H.J.Progress in porous media researdtiova Science Publishers, Inc., New York, (2009).

[16] Ordonez-Miranda, J.; Alvarado-Gil, J.J.: Thermal characterization of granular materials using a thermal-wave
resonant cavity under the dual-phase lag model of heat condu@ranular Matter, 12, (2010), 569-577.

[17] Fornberg, B.; Steady viscous flow past a sphere at high Reynolds nuiaemsal of Fluid Mechanicsl90,
(1988), 471.

[18] Dixon, A.G., Taskin, M.E., Nijemeisland, M., Stitt, E.H.; Systematic mesh development for 3D CFD simu-
lation of fixed beds: single sphere stu@omputers and Chemical Engineering5, (2011), 11711185.

[19] Li,S., Yang, J., Wang, Q.; Large eddy simulation of flow and heat transfer past two side-by-side Spheres,
Applied Thermal Engineerind 21, (2017), 810819.

[20] Qi,Z., Kuang,S., Rong,L., Yu,A.; Lattice Boltzmann investigation of the wake effect on the interaction be-
tween particle and power-law fluid floRpowder Technologyd26, (2018), 208221.

[21] Fadlun, E.A.; Verzicco, R.; Orlandi, P.; Mohd-Yusof, J.: Combined Immersed-Boundary Finite-Difference
Methods for Three-Dimensional Complex Flow Simulatiokmjrnal of Computational Physic$61, (2000),
35-60.

[22] Mittal, R.; laccarino, G.: Immersed boundary methoAsnual Review of Fluid Mechanic87, (2005),
239-261.

[23] Khadra, K.; Angot, P.; Parneix, S.: Fictitious domain approach for numerical modelling of Navier-Stokes
equations, Caltagirone J-Fhternational Journal for Numerical Methods in Fluid34, (2000), 651-684.

[24] Tyliszczak, A.: High-order compact difference algorithm on half-staggered meshes for low Mach number
flows, Computer and Fluidsl27, (2016), 131-145.

[25] Fletcher, C.A.J.Computational Techniques for Fluid Dynami&pringer-Verlag, (1991).

[26] Tyliszczak, A.: A high-order compact difference algorithm for half-staggered grids for laminar and turbulent
incompressible flows]Journal of Computer Physic276, (2014), 438-467.

[27] Kadoch, B.; Kolomenskiy, D.; Angot, P.; Schneider, K.: A volume penalization method for incompressible
flows and scalar advection diffusion with moving obstaclesirnal of Computer Physic31, (2012), 4365-
4383.

[28] Suekane, T.; Yokouchi, Y.; Hirai, S.: Inertial flow structures in a simple-packed bed of spAtZéE J, 49,
(2003),10-17.

Address: Faculty of Mechanical Engineering and Computer Science, Czestochowa University of Technology.
Al. Armii Krajowej 21, 42-201 Czestochowa, Poland
email: ewaszym@imc.pcz.pl email: atyl@imc.pcz.pl

96



DOI: 10.24352/UB.OVGU-2019-010 TECHNISCHE MECHANIK 39, 1, (2019), 97 - 112
submitted: July 6, 2018

Modelling of Breathing Phenomena within Large Storage Tanks
During Rapid Cooling with Ambient Rain

N. Schmidt, J. Denecke, J. Schmidt, M. Davies

Storage tanks in the process industry are often filled with hazardous media under atmospheric conditions. Due
to heavy rain showers the tank content is cooled down and the system temperature drops significantly. During
this process the pressure decreases and condensate forms. It is known that ““vacuum’ can cause serious damage
on storage tanks due to undersized venting devices. To describe the transient storage tank behaviour modelling
of complex inbreathing fluid flow, heat transfer, condensation, retrograde gas states or thermodynamic non-
equilibrium is needed. Conservative sizing of protection devices for storage tanks is only possible if the
influencing phenomena and their couplings are well understood. The influence of heat transfer through film
condensation as an example phenomenon is mentioned by several authors in science and industry, but not
included in common models.

With the new approach of ARTEM (advanced reactor and storage tank emission model) phenomena, like
condensation or complex heat transfer will be considered for transient vessel venting. Experience and
preparatory work have shown that detailed modelling with computational fluid dynamic (CFD) tools is
necessary to analyse the complex multiscale phenomena accurately and in sufficient detail. As a first step
towards ARTEM, an analytical parameter study on tank breathing with common sizing models and a CFD study
on heat transfer through a tank wall is presented.

1 Introduction

Storage Tanks are used in many different sections of industry, e.g. chemical, petrochemical, food industry or
agriculture. In these tanks, liquids, gases and mixtures are stored under atmospheric conditions. Many of these
tanks are located outdoors and thus exposed to sudden weather changes. The occurrence of temperature
variations causes tank venting to compensate volume contraction or expansion of the bulk phase. Common
storage tanks buckle at pressure changes of 10 mbars due their relatively thin wall-thickness of 5 mm (Fullarton
et al., 1987). To prevent damage, breathing valves (vacuum / pressure valves) are installed on the rooftop to
enable inbreathing and outbreathing for non-hazardous tank content. If the content is inflammable or toxic, inert
gas blanketing or vapor recovery units are required. For proper sizing of these compensation devices, the
ventilation volume flow rate due to weather effects must be considered besides filling or emptying scenarios.

The sizing of venting devices is covered in many standards, like APl 2000 (American Petroleum Institute, 2014)
or DIN EN ISO 28300 (Deutsches Insitut fuer Normung, 2012). The standard models are simplified in a physical
and mathematical manner to allow quick manual calculations. Many investigations in literature have shown, that
these models are not sufficient for conservative sizing of venting devices (Moncalvo et al., 2016 and Holtkoetter
et al., 1997). The basic assumptions of these models are valid only for non-condensable gases. Other tank
breathing phenomena, e.g. film condensation, fog formation or convection are excluded. Considering these
effects, breathing valves may be significantly undersized (Moncalvo et al., 2016 and Abou-Chakra, 2016).

A sizing method for breathing valves for non-condensable gases was first developed by Nauman in his
unpublished report “vacuum and pressure valves on tanks”. Therefore, the maximum inbreathing rate is
calculated in dependency of the tank volume. Based on this work and the PTB report “Mathematical estimations
of venting operations on roofed-over tanks* written by Foerster and Schampel in 1979, Sigel et al. (Sigel 1980
and Sigel et al. 1981) developed the extended “Hoechst formula” for non-condensable gases. To validate their
model, Sigel et al. performed measurements on a 618 m® air filled tank. The measured inbreathing volume flow
rate was significantly lower than predicted with their calculation model but still an improvement to Naumann.
Foerster, Schampel and Steen (Foerster et al., 1984) published a model which was focused on weather dependent
breathing phenomena. Their method was not only created for inbreathing predictions but also to calculate
outbreathing as a result of temperature rise due to sunshine. Common standards as APl 2000 are based on this
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work. This model is based on the assumption, that condensation is not a dominant phenomenon in tank breathing
and therefore is neglectable. This consideration was revised by several authors in the following years.

Gosslau, Mueller and Weyl (Gosslau et al, 1985) developed a model for thermal tank ventilation including
inbreathing and outbreathing. In contrary to Foerster et al., they considered film condensation inside the tank
with the conclusion that the impact of condensation on ventilation is not as significant as initially assumed. They
validated their model on the measurements of Sigel. Fullarton et al. (Fullarton, 1986) considered film
condensation in their inbreathing model. A recognition of this work is, that the Naumann formula leads to
significantly oversized venting devices and therefore is too conservative for correct sizing calculations. Based on
this knowledge, Fullarton, Evipidris and Schluender (Fullarton et al., 1987) published an extended inbreathing
model for condensable vapours. Davies et al. (Moncalvo et al., 2016) applied an enhanced approach to
Fullarton’s model. They were first to consider the temperature difference between the inflowing air and the bulk
phase.

Holtkoetter, Shang and Schecker (Holtkoetter et al., 1997) developed a model that includes film condensation at
the tank wall and homogeneous condensation in the vapor space. They validated their model on a tank of 1.18 m®
and concluded, that the submission of condensation heat has a damping effect on cooling of the bulk phase.
Salatino, Volepicelli and Volpe (Salatino et al., 1999) introduced a model with regard to the heating process of
storage tanks due to sunshine. They compared their results to API 2000 4™ edition, Sigel et al. and Naumann.
According to their calculations, the APl 2000 model underestimates the inbreathing volume flow rate, in contrast
to the overestimating Sigel and Naumann model. Vapor condensation was not included in the model but was
mentioned as potential source of influence. Abou-Chakra et al. (Abou-Chakra, 2016) validated the implemented
calculation model for tank ventilation in the commercial software SuperChems Expert™ (loMosaic, 2015).
According to their model, venting devices are overdesigned by up to 60% for non-condensable gases and
underestimated by up to 270% for condensable gases using API 2000 6" ed..

The scope of this work is to show, that not only the heat transfer through film condensation has a major impact
on tank cooling but also other phenomena like fog formation, convection and flow considerations on the inside.
Deeper knowledge about the processes and phenomena inside of tanks is necessary to understand the physical
behaviour and to calculate tank ventilation due to weather changes precisely. As first approach towards the
overall calculation model ARTEM (advanced reactor and storage tank emission model), a validation of common
literature sizing models is presented for condensable and non-condensable contents. In addition, a study on
influencing parameter on tank breathing was performed. Further, a two-dimensional CFD simulation of the heat
transfer through a tank wall, considering a rain film on the outer surface, is carried out.

The aim of ARTEM in the future is an accurate overall calculation model considering breathing phenomena
inside of storage tanks to enable an exact prediction of ventilation flows. Prospectively, the ARTEM model will
be extended with the emptying and filling process and additional weather effects, like pressure drop, wind flow or
ambient temperature change which need to be considered for the sizing of compensation devices.

2 Phenomena of Storage Tank Cooling

Storage tank venting is caused by thermal pressure changes and load cycles. Regarding thermal changes, two
leading scenarios are specified. First, the content of the tank is heated up and second, a hot tank is cooled down
by a cooler environment, as depicted in figure 1. This paper focuses on the cooling process with thermal
inbreathing which is described below. Other venting phenomena, like pressure changes from a depression,
emptying or filling and heating of a tank are not considered in this work but will be in the future. For a proper
design of compensation devices, these effects must be considered.

The cooldown of a tank exposed to sun begins when the sun is obscured by clouds with a sudden heavy rain
shower. Therein, the ambient temperature drops rapidly and the pressure changes due to the depression. The first
raindrops evaporate on the tank wall, causing a local cooldown while the tank wall releases radiant heat. In the
course of the shower, the rain intensity may vary over time and the tank is exposed to transient environmental
conditions. When wind gusts appear as side effect, a complex wind field is caused, depending on the tank
location, that redirects the droplet tracks. Assuming vertical rainfall, the tank roof is covered in droplets. The
developing rain film runs down the tank wall and increases the heat transfer significantly. During this process, the
film is consistently heated up and partly vaporizes until reaching the ground. Assuming side wind, parts of the
shell surface are moistened by forming an unstable rain film. Depending on the surface roughness and
environmental conditions, the rain film builds waves until a stable rain film is formed. With rising rain intensity,
the film thickness increases and varies over the tank surface. The film velocity accelerates towards the ground
and hastens the cooldown of the tank wall. Incoming rain drops suppress the film locally and cause a turbulent
mixing of the fluid. With impact on the rain film, the local heat transfer on the surface increases. Some storage
tanks are insulated, which can reduce breathing significantly. Thus, due to inhomogeneities in the tank insulation,
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wind, sun and rain around the tank, the heat transfer changes locally. To summarize, the heat transfer on the outer
tank surface is time- and location-dependent due to rainfall and surface quality.

At the cold tank wall, the boundary layer of gas inside the tank cools down significantly. The density of the cold
boundary layer is larger than the density in the middle of the tank and therefore sinks to the tank bottom. By this,
convection rolls are formed that increase mixing and mass transfer processes in the tank. The free jet from the
inbreathing device acts against the free convection. It depends on the initial bulk fluid and wall temperatures,
which ever dominates the flow. Due to wall cooling, the free convection also occurs in the liquid phase. The
liquid has a higher heat capacity and cools down more slowly than the gas phase. In addition, the liquid
experiences heat transfer through the tank bottom.

Regarding the cool gas boundary layer, a local oversaturation of the gas phase develops and condensate is
formed. In the beginning of the condensation process some nuclei stay smaller than the critical drop diameter and
vaporize instantaneously. The drop nuclei grow as a result of the cooling conditions to a condensate film, starting
at the location with the heaviest subcooling, which is the tank roof. Due to gravity the condensed mass rans down
the tank wall to the bottom causing an increase in heat exchange. Depending on the velocity profile, the inside
condensate film forms a wavy surface until it is fully stabilized. In some tanks, drops formed on the rooftop are
dropping to the bottom when exceeding a critical diameter.

Depending on the stored medium, the gas phase is composed of components with different vapor pressure and
diffusion coefficients so that mixing thermodynamics have to be considered in the condensation process. By
condensing the gas inside the tank, the mass of the gas phase is reduced and increases the vacuum.

The vacuum is compensated by inbreathing. Wet air loaded with fine particles enters from the environment and
cools down the gas at the inlet nozzle. Due to the local oversaturation, heterogeneous condensation on the
particle surface and homogeneous condensation, both visible as fog, occur. The associated volume contraction of
the tank atmosphere increases the inbreathing airflow. Large aerosol drops sink to the ground, starting a mixing
process in the bulk phase that also might accelerate the tank cool-down.
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Figure 1. Storage tank venting phenomena to be considered in calculation models.

Most of the phenomena described above are not considered in any model because their interaction is quite
complex. To take every phenomenon into account computational fluid dynamics (CFD) is necessary, because the
phenomena are not only time but also location dependent. In literature considered effects are heat and mass
transfer in the tank, e.g. inbreathing, condensation effects excluding heat conduction through the film, a rain film
on the outer surface and heat transfer to the ambience. Momentum effects are entirely neglected.
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3 Governing Equations in Common Venting Models

For an accurate calculation of inbreathing, the phenomena described above have to be considered. Thus, common
calculation models are governed by many simplifications to economise calculation effort. In the following, a
general derivation of governing equations of leading tank venting models for thermal inbreathing is given.
Commonly, the system boundary, as depicted on the right side of Figure 1, is subdivided into four different
regions. The first region contains the bulk phase including condensate at the tank wall. The second region is the
continuous liquid phase on the bottom of the tank. Region three is governed by the tank wall and the rain film
with the environment constitutes region four. In most cases, the liquid phase is neglected because it mitigates the
inbreathed air volume flow rate and therefore, the calculation is on the conservative side.

The inbreathing volume flow rate viair (t) is determined by the thermal contraction of the gas phase (Moncalvo
et al., 2016; Fullarton, 1986 and Holtkoetter et al., 1997):

Vbulk dTbqu (t)

Quar®=7 "0 at

+ Qv,cond (t) + Qv,cond ,Sp (t) (1)

Herein, V,, is the bulk volume, T, (t) is temperature of the bulk and Q, .4 (t) is the volume flow rate of

V,con
the condensate. Holtkoetter et al. (Holtkoetter et al., 1997) also considered homogeneous condensation in their

mass balance with an additional term Q, .4 o (t) . This mass balance is valid for the assumption, that the

temperatures of bulk and ambience are equal. Davies extended Fullarton’s model among other considerations by
assuming different temperatures between bulk and ambience and therefore to take the enthalpy of the inbreathed
air into account. By this, the variation of the bulk temperature over time is estimated with an energy balance. The

change of internal energy U, (t) in the bulk is governed by the enthalpy flux of the inbreathed air I-.Iair (1),

the enthalpy flux of the condensate film Hcond (t), the enthalpy flux of the spontaneously formed condensate

H (t) and by a heat flux through the tank wall due to the cooler environment Q,_,, (t):

cond,sp

dTbulk (t)

dUbqu (t) — (M
dt

dt cond (t)c’pmnd +M cond,sp (t)C

= |_.lair (t) - |_.|cond (t) - H cond,sp (t) - QOUt (t)

+M,, (t)c, +M,, (e, ) )

Peond

Thereby, Mi(t) is the mass of the components described above and Cp, is the specific heat capacity of the
components which are assumed to be constant. The enthalpy flux of the inbreathed air is calculated as it follows:

H air (t) = paier,air (t)cpair (I-bulk (t) _Tamb) (3)

With p,, as air density and T, as ambient air temperature, both assumed to be constant. The condensation
enthalpy flux is:

|_‘|cond (t) = pcond Qv,cond (t)Ah\/,cond (4)

Thereby, ... is the constant density of the condensate and Ah, ., is the constant specific condensation

enthalpy of the condensate film. The condensation mass flow rate is usually calculated with the Lewis’ formula in
combination with Antoin’s law and the assumption of saturated vapor inside the tank (Moncalvo et al., 2016 and
Fullarton et al., 1987). In Holtkoetters model, the enthalpy flux caused by spontaneous condensation is:

H cond,sp (t) = pcond Qv,cond ,Sp (t)Ah\/,cond (5)
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On the basis of their measurements, Holtkoetter et al. determined the volume flow rate of spontaneous
condensation Q (t) by means of the proportional aerosol mass fraction. The heat flux leaving the tank is

v,cond,sp
defined by the heat transfer from the bulk to the wall:
Qout (t) = kin A(rbulk (t) _Twall (t)) (6)

The decrease in gas volume due to condensation is included in the mass balance but the heat conduction through
the film is neglected in the energy equations in the literature models. Thus, the condensation enthalpy of the film
is taken into account.

The tank wall temperature T, (t) depends on the heat transfer between the bulk phase and the wall K;., the

heat transfer between the wall, the rain film K__. and the condensation enthalpy due to the film:

rain

dT,
dviv:all = kin A(Tbulk (t) _Twall (t)) - krainA(l-wall (t) _Train (t)) ~ Peond Qv,cond (t)Ahv,cond ()

M wallcpwall

The temperature of the rain film T, (t) is dependent on the rain intensity and the heat transfer to the ambience

(Fullarton et al., 1987 and Holtkoetter et al., 1997). In some models, effects like wind cooling, the warm up of
the cold rain and tank wall insulation are considered (Moncalvo et al., 2016 and Foerster et al., 1984).

All models mentioned above are derived for single components. For mixtures, there is currently no ventilation
model published in literature.

4 Measurements of Inbreathing

Sigel (Sigel et al., 1981) performed measurements on a storage tank with a height of 11.16 m and a diameter of
8.5 m. The tank contained a volume of 618 m* and was filled up with dry air. During the measurements, the tank
was heated up by the sun until a maximum temperature was reached. Afterwards the outer tank surface of 340 m?
was cooled down with water from a sprinkler. Thereby, Sigel et al. expected 10% of the water to bounce off the
tank wall. In 1980 and 1981 eleven measurements were taken and recorded. The measurements differed in the
following points:

= Initial temperature

= Measurement duration

= Temperature of the sprinkle water

= Temperature difference between the initial and end temperature
Despite these differences, the temporal progression of the graphical measurement display was quite similar. The
maximum inbreathing volume flow rate over all measurements was situated between 71 m*hr and 114 m*hr. The
size of the tank was sufficient to illustrate a realistic cooling scenario but with a maximum sprinkling intensity of
69 kg/m?hr, only rain showers to occur every second year on average were simulated (Sigel et al. 1983). Foerster
et al. (Foerster et al., 1984) considered rain showers to occur every 100 years on average with an effective rain
intensity of 143.7 kg/m*h. Unfortunately, information is missing to simulate the realistic setup, e.g. the exact
measurement day time, the ground temperature, the temperature and moisture level of the inbreathed air, wall
temperature in the beginning, property data of the tank wall and a reliable technical drawing of the tank.
Holtkoetter (Holtkoetter et al., 1997) performed measurements on a 1.18 m* laboratory tank. The bulk phase was
heated up to 328 K and cooled down by 40 K. The cooling was accomplished with a sprinkler mounted on top of
the tank which produced a rain flow intensity of 10 kg/m?h, according to Abou-Chakra (Abou-Chakra, 2016).
The measurements were conducted with three different media inside the tank: water, methanol and isopropanol.
Holtkoetter observed besides film condensation also fog formation in the tank through small windows in the tank
wall. The liquid mass of the spontaneously condensed aerosol phase was measured with a filter module. Before
and after the measurements the mass of the filter was weighted to determine the amount of homogeneous
condensate. The highest inbreathing rate was observed in the methanol measurements. During the water
measurements, 22% of the overall condensation mass was associated to fog formation, where only 9% of
spontaneous condensation mass occurred during the measurements with methanol. The fog formation has a
damping effect on the cooldown, due to the emission of condensation heat. Because the measurements were
performed on a laboratory tank, the observation of Holtkoetter should be reproduced on a large tank to evaluate
the scale up effects. In addition, information about the exact measurement conditions is missing, e.g. the
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properties of the tank material, the rain temperature and intensity, the location and size of the breathing device
and a technical drawing of the tank. Without this information an accurate simulation of the measurements is not
possible. These uncertainties are considered in the subsequent validation of the literature models.

5 Comparison of Measurements and Models for Inbreathing

In the following, three relevant inbreathing models are compared to the measurements described above: the
model of Fullarton et al. (Fullarton et al., 1987) and Davies et al. (Moncalvo et al., 2016) which both are based
on the model of Foerster et al. (Foerster et al., 1984). While Foerster did not consider condensation as governing
effect of tank breathing, Fullarton derived a model with condensation as significant parameter. This model was
extended by Davies. The models are based on the equations and assumptions described in chapter 3.

The validation of the models on the Sigel measurements, relies on the following assumptions: A steel tank with a
height of 8.5 m and a H/D-ratio of 0.8 was used. The tank atmosphere was exclusively filled with air. An inner
heat transfer coefficient of 5 W/m?K (bulk to wall), a liquid heat transfer coefficient of 5000 W/m?K (wall to rain
film) and an outer heat transfer coefficient of 25 W/m?K (rain film to ambience) were considered. The tank wall
thickness was assumed to be 5 mm.

Compared to the measurements of Sigel et al. (Sigel et al. 1981) from 9" July, 1981, the calculation with the
Foerster model shows a discrepancy of 43%, see Figure 2. A weakness of the Foerster model is the assumption
that film condensation and fog formation are not of significant importance on influencing the inbreathing rate.
This statement was revised by Fullarton et al. (Fullarton et al., 1987). Therefore, the data of Sigel are mirrored
with an accuracy of 1% by Fullarton’s model and Davies’ model. The two curves coincide exactly in figure 2.
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Figure 2. Inbreathing models of Foerster (Foerster et al., 1984), Davies (Moncalvo et al., 2016) and
Fullarton (Fullarton et al., 1987) for non-condensable gases compared to Sigel’s measurements
(Sigel et al. 1981).

However, a critical error consideration of the measurement data is not negligible. Sigel assumed in his
measurements that 10% of the water sprayed onto the tank rebounds from the tank surface and therefore does not
contribute to cooling the surface. This assumption has not been verified. In addition, the breathing of the tank
was facilitated by a long supply line. The pressure loss in this supply line is not known. Finally, weather
information is incompletely listed in the experimental protocols, e.g. data on humidity, solar radiation or wind
influences are missing.

A contrary situation occurs by the comparison of the models for condensable vapours to the measurement of
Holtkoetter. Therefore, a steel tank with a height of 1,5 m and a H/D-ratio of 1.5 was used. The tank atmosphere
was assumed to be saturated with vapor, the liquid inside the tank was neglected. An inner heat transfer
coefficient of 5 W/m?K (bulk to wall), a liquid heat transfer coefficient of 5000 W/m°K (wall to rain film) and an
outer heat transfer coefficient of 25 W/m?K (rain film to ambience) were considered.

In Figure 3, Holtkoetter’s measurements for water compared to Davies’ and Fullarton’s model are displayed.
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Figure 3. Inbreathing models of Davies (Moncalvo et al., 2016) and Fullarton (Fullarton et al., 1997) for
condensable vapours compared to Holtkoetter’s (Holtkoetter et al. 1997) measurements of water.

As to be seen from the figure, the calculated inbreathing volume flow rate is much larger than expected from the
measurements. The deviation of the maximum inbreathing rate is at 55% with the Fullarton model and at 40%
with the Davies model. The same calculations were performed with the medium methanol. With the Fullarton
model, a deviation of 14% was noticed and a 5% underestimation with the Davies model, as depicted in figure 4.
Regarding the time dependency, the maximum inbreathing rates were calculated right in the beginning whereby
in the measurements the maximum rate was delayed by 90 seconds. As error analysis, two reasons seem to be
obvious. The first one is related to the experimental conditions. The experimental conditions of Holtkoetter’s
measurements were not completely published and some assumptions were over taken from Abou-Chakra et al.
(Abou-Chakra, 2016). The second reason is the occurrence of fog formation inside the tank that was observed by
Holtkoetter and which is not included in Fullarton’s and Davies’ model. The formation of aerosols has a damping
effect on the cooling process because condensation heat is released and therefore less condensate at the tank wall
is formed. This effect causes a much lower maximum inbreathing rate and a widening of the curve. The intensity
of this effect depends on the amount of fog that is formed.
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Figure 4. Inbreathing models of Davies (Moncalvo et al., 2016) and Fullarton (Fullarton et al., 1997) for
condensable vapours compared to Holtkoetter’s (Holtkoetter et al. 1997) measurements of
methanol.

Since methanol forms less fog compared to water, the maximum inbreathing rate of the Holtkoetter
measurements are more precisely predictable by literature models.
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The validations of Fullaton’s and Davies’ model have shown that they are well qualified for inbreathing
calculations with non-condensable gases for this particular measurement. For an accurate validation, a decent
study on all measurements of Sigel is necessary. The comparison to the Holtkoetter’s measurements
demonstrated that the models are not valid for condensable vapours in small tanks, especially for stored media
with high vapor pressure. It is questionable if the results are transferable to large tanks. A similar comparison to
Holtkoetter’s measurements was performed by Abou-Chakra et al. for the SuperChems Expert™ model. The
SuperChems Expert™ model showed deviations of 1.7% with water vapor but 20% with methanol vapor (Abou-
Chakra, 2016). A disadvantage of Fullarton’s model is, that for the derivation of the mass balance the inbreathed
air must be equal to the bulk phase, which is doubtful considering the temperature drop within sudden weather
changes. If the air is assumed to be colder than the tank, the cooling process is accelerated. In Davies’ model, the
disadvantages of the temperature difference between the inbreathed air in the bulk phase was revised. The results
show an improvement compared to Fullarton especially for gases with a low vapor pressure but without a
satisfying solution. The Davies model is not always conservative, as the results in figure 4 have shown. Despite,
the heat conduction through the condensate film is neglected in both models. For accurate sizing of compensation
devices, it is necessary that the assumptions made within the calculation models are sufficiently conservative to
prevent damage on the tank. Therefore, the heat transfer in particular is investigated in the CFD simulation in
chapter 7.

6 Parameter Study on Inbreathing

For an evaluation of other impact factors, a parameter study with the model of Fullarton et al. (Fullarton et al.,
1997) is performed. Therefore, a tank with a size of 2 651 m? is assumed, filled up with a vapor/air mixture of
different compositions and with different media. Seven parameters are examined in total: the tank wall thickness,
the tank geometry, the tank volume, the tank material, the rain intensity, the vapor proportion and the storage
medium.

As result, obviously a thinner tank wall is beneficial for the heat transfer between the bulk phase and the
environment so that a tank with a lower wall thickness cools down faster than a tank with a higher wall thickness.
By varying the height to diameter ratio of the tank from 0.5 to 2 no remarkable deviations are noted. The
discrepancy of inbreathing rates is less than 1%. In contrast, the tank volume has major impact on the inbreathing
rate, see figure 5.
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Figure 5. Inbreathing rates for a tank volume of 2651 m® and 1.18 m® over time.
The inbreathing rate in the small tank increases and mitigates faster compared to the large tank. A reason for this
behaviour is the faster cooldown of the small tank, see figure 6. Due to the poor heat transfer ability of gas, the

volume of the large tank is cooled down very slowly, even though the wall temperature drops quickly in the
beginning.
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Figure 6. Wall and bulk temperature inside a storage tank with a volume of 2651 m® and 1.18 m® over time.

For an evaluation on the influence of the tank material, steel, stainless steel and steel concrete are compared. The
inbreathing rates in the steel concrete tank is 17% higher compared to the other tanks, because of the slower
cooldown of the concrete wall. As expected, the cooling process accelerates with increasing rain intensities and
causes higher inbreathing rates, due to the faster decrease in temperature. With varying vapor content (11.8%,
50%, 100%) inside the tank, poor deviations of 6% are detected. As result, the influence of vapor content on
inbreathing is negligible. A change of medium has a visible effect, as depicted in figure 7. The inbreathing rate is
the highest for acetone and the lowest for water.
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Figure 7. Inbreathing rates for acetone, methanol and water over time.

As mentioned by Holtkoetter et al. (Holtkoetter et al., 1997), homogeneous condensation is one impact factor on
inbreathing. Due to the vapor pressure, acetone forms fog poorly compared to water and methanol which causes
an increase in the inbreathing rate.

On the basis of this parameter study, some influences on inbreathing were pointed out. To receive a more
accurate model, a detailed look on breathing phenomena with computational fluid dynamics (CFD) is necessary,
considering location-dependent effects. In particular, the heat transfer simulation through the tank wall as first
step to an overall calculation model is performed in the next chapter.
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7  Simulation of Heat Transfer on a Storage Tank Wall

Breathing phenomena of low-pressure storage tanks have not been simulated with CFD yet. As a basis for a
feasibility study for the further simulations in the ARTEM model, the two-dimensional (2D) cooling of a tank
wall by heavy rainfall was performed with the chtMuliregionFoam solver of the OpenFOAM software, based on
Sigel's measurements (Sigel et al., 1981). This solver uses the PIMPLE-Algorithm as a combination of PISO
(Pressure Implicit with Splitting of Operator) and SIMPLE (Semi-Implicit Method for Pressure-Linked
Equations) for the fluids with the following governing equations. A detailed description of the solver is outlined
by el Abbassi et al. (el. Abbassi et al., 2017).

The mass transfer is described by:

a—'0+V-(,ow):0 (8)

ot

p is the fluid density and W the velocity of each phase. The momentum and energy transport are calculated with:

a’f?W+V-(pWW):—Vp+V{7]|:VW+(VW)T:|}—V(EU(V-W)j ©)
%m+v.(pwh)+ag_:<+v-(pr)—‘Zt—p:v(th)erwg (10)

Therein, p is the phase pressure, 77 is the dynamic viscosity of the fluid, h is the specific enthalpy of the fluid,
a is the thermal diffusivity and the kinematic energy K is calculated with:

W2

K=— (11)
2

The system of equations is solved for both fluids, while the bulk phase is compressible and the liquid phase is

incompressible. In both fluids a laminar flow condition is assumed. In the solid phase, only the energy equation

has to be solved which is described by Fourier’s law:

oph
—=V(avh 12
p (avh) (12)

The heat transfer between the phases is coupled with the assumption that the temperature between the solid and
the fluid phases at the interface is equal. Furthermore it is assumed, that the heat flux entering one region at one
side of the interphase is equal to the heat flux leaving the other region in the other side of the domain.

The setup for the two-dimensional (2D) cooldown of the tank wall is shown in Figure 8, including the rain film of
a constant width and the boundary layer of the bulk phase. The height of the simulated system is 10.6 m
considering atmospheric pressure. As the aim of the study is to investigate the heat transfer through the tank wall,
the bulk phase has a relatively small width of 430 mm to save computation time. The initial temperature of the
bulk was 306.5 K. For top and bottom, an inlet-outlet boundary condition for velocity and temperature is
assumed. From the bulk phase to the wall, a no slip condition is applied. The tank wall, with a width of 5 mm has
the initial temperature of the bulk phase and a zero-gradient boundary condition for temperature on top and
bottom. The rain film has a constant width of 2 mm over the height of the tank, an initial temperature of 287.5 K
and an initial velocity of 0.37 m/s at the inlet at the top. The velocity was calculated with the Reynolds approach
due to the assumption of a constant rain intensity of 65 kg/m*h. On the bottom, the inlet-outlet boundary
condition is applied.
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Figure 8. Simulation setup.

On purpose of saving calculation time, a grid study on a small section of 0.5 m height was performed. The results
are depicted in Figure 9 and 10.
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Figure 9. Temporal cooldown of the wall surface inside the tank over the tank height.
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Figure 10. Grid study on the cooldown of the wall surface over the tank height at a simulation time of 1 s.

The grid study was performed using 100 cells per meter in x-direction and varying 4000 to 100 cells per meter in
y-direction. The maximum deviation between 4000 cells and 100 cells is 1.51 K that corresponds to 0.46%. For
further calculations of the heat transfer between bulk, wall and rain, the number of grid points in y-direction was
set to 260 cells per meter what complies with an error of 0.19%.

The focus of the simulation is on the calculation of the heat transfer coefficient between bulk and wall and rain.
In figure 11 the development of the heat transfer coefficients between the bulk, the wall and the rain are
displayed.
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Figure 11. Heat transfer coefficients of rain, bulk and the tank wall over the tank height.

As expected, the heat transfer from the rain film to the ambience is slightly higher than in the bulk phase. Starting
at 1565 W/m?K at the tank bottom, the heat transfer coefficient decreases to 48 W/m?K on the top. Literature
models assuming a heat transfer coefficient of 25 W/m’K (Fullartion et al., 1987, Moncalvo et al., 2016),
underestimate heat transfer by 48%. In the bulk phase, the heat transfer coefficient starts at 7 W/m?K and drops to
0.007 W/m?K. With a condensation film on the inside of the tank, the heat transfer from the bulk to the
condensation film is on the same scale as the heat transfer coefficients at the outer surface and the heat flux
increases. Considering heat conduction through the film, the heat flux is even higher. Therefore, it is questionable
if the assumption of a heat transfer coefficient of 5 W/m?K (Fullartion et al., 1987, Moncalvo et al., 2016) and the
neglection of the heat conduction through the condensate film is always conservative.
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On heat conduction, further investigation is needed in future work. Subsequent these simulations will be extended
with a pressure gradient from the depression of the weather change and the emptying and filling process of tanks.

8 Conclusion and Outlook

The results have shown, that many phenomena regarding inbreathing of storage tanks have neither been
considered in common calculation models nor in the standards. As this study and the research of multiple authors
of (Fullarton et al., 1987, Holtkoetter et al., 1997, Moncalvo et al., 2016) demonstrate, condensation has a major
impact on the inbreathing volume flow rate. The models in the standards (APl 2000 - American Petroleum
Institute, 2014 or DIN EN ISO 28300 - Deutsches Insitut fuer Normung, 2012) are derived for non-condensable
tank content and are therefore not conservative or applicable to tanks containing condensable vapours.

A large disadvantage of the literature models is, that the condensation mass flux is included in the mass balance
though, but the heat transfer is calculated with the assumption of a dry wall by considering a heat transfer
coefficient of 5 W/m?K and a neglection of heat conduction (Moncalvo et al., 2016 and Fullarton et al., 1984).
For non-condensable gases in the tank, this assumption is sufficiently conservative, as to be seen from figure 11,
black line. For condensable vapours the heat transfer coefficient is increased considering a condensation flow at
the tank wall. The heat transfer is then in the same magnitude as the rain film in figure 11, green line. Film
dynamics like the shape of the film, flow effects or heat conduction might increase the heat flux through the tank
wall significantly und shall therefore be investigated in further studies. In Fullarton’s model, the assumption of
equality between the bulk and ambience temperature in the mass balance seems to be unrealistic when it comes to
sudden weather changes.

Film condensation but also fog formation has major impact on inbreathing as shown in figure 2 and 3 and the
work of Holtkoetter et al. (Holtkoetter et al., 1997) for small laboratory equipment of 1.18 m®. The transferability
of the assumptions and observations to large storage tanks has to be verified in prospective measurement
campaigns. Thus, further investigation on the entrainment of inbreathed air and turbulence effects causing local
non-equilibrium in the bulk phase is needed, to understand the promotion of fog formation inside the tank. The
governing effect of heterogeneous condensation due to particles in the inbreathed air is not yet considered and
should be taken into account. Thus, with the information given in Holtkoetter and Sigel, it is hardly possible to
simulate the measurement conditions, accurately, because of many uncertainties and inconsistencies. Therefore,
new measurement campaigns are necessary.

All models mentioned above are derived for single components, predominantly water and air. In industry, liquids
like naphtha, gasoline or other multi components are stored in those tanks. The impact of mixing properties on
inbreathing and the transferability to common breathing models needs to be validated. Currently there is no multi
component model published in literature. The influence of those effects shall be verified in subsequent models.

All the different conditions of breathing will be coupled as overall model in the new CFD approach ARTEM
(advanced reactor and storage tank emission model). Regarding the overall model, some inbreathing phenomena,
e.g. the boundary layer at the tank wall, drops and particles inside the tank or the rain film on the outer surface,
cannot be resolved in sufficient detail on purpose of computational costs. Therefore, a multi scale approach must
be developed to enable the coupling of the phenomena described in chapter 2. The model is currently under
development and will be validated with especially designed measurements on a storage tank with a volume of
200 m®. Lastly, the environmental aspects, like the formation of a rain film, wind flow and other local aspects
need to be defined in a standardized way for a reliable and detailed modelling of breathing phenomena.
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Nomenclature

A [m?]  tank shell surface
a [m%s]  thermal diffusivity

Cos [J/kgK] specific heat capacity condensate
Co.. [J/kgK] specific heat capacity tank wall
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C.. [J/kgK] specific heat capacity air

vaap [J/kgK] specific heat capacity vapor

F [N] gravity force

H ar L[908 enthalpy flux air

Hcond [J/s]  enthalpy flux film condensate
Hoona sp [3/]  enthalpy flux fog

H/D [] height to diameter ratio of the tank
h [W/m?] specific enthalpy of the fluid phase
K [m?/s?] kinetic energy of the fluid phase
K., [W/m?K]heat transfer coefficient bulk to  wall
M, [kg]  air mass inside the tank

M4 [kg]l  film condensate mass

M ona.sp [kQ]  fog mass

M vap [ka] vapor mass inside the tank

p [Pa] pressure in the fluid phase

Q,air [m%hr] inbreathed air volume flow rate

Q. cond [m%nhr] film condensate volume flow rate
vacondysp [m%hr] fog volume flow rate

Qout [J/s]  heat flux from bulk to wall

Sou K] bulk thickness in the CFD simulation setup

S [K] rain film thickness

rain

Sean K] tank wall thickness
T K] ambient temperature
T K] bulk temperature

Tog K] condensate temperature
T [K] rain temperature

Toar K] tank wall temperature

t [s] time

U, [s]  bulk internal energy
Vo [M]  bulk volume

w [m/s]  rain film velocity

X, Y,z [m] directions of the coordinate system

Ah\/,cond [J/kg] specific vaporisation enthalpy of the condensate

a,,  [Wim’K]heat transfer coefficient from bulk to the tank wall

o [W/m?K] heat transfer coefficient from rain film to the ambience

rain
Pur  [kg/m®] density of air
Prond [kg/m®] density of the condensate

n [Pas] dynamic viscosity
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Numerical and Experimental Investigation of Flow in Partially
Filled Sewer Pipes

M. Alihosseini, P.U. Thamsen

Complex phenomena in wastewater systems, such as flow pattern in sewers and sediment transport could be
investigated in detail using computational fluid dynamics (CFD). However, it is not easy to find an appropriate
CFD model for a specific problem. This paper aims to develop and validate a CFD model to correctly predict
the free-surface turbulent flow passing through a circular pipe. In this study, the multiphase model Volume of
Fluid (VOF) of the software Ansys-Fluent was used to capture the interface between air and water. Different
variants of the k-¢ turbulence model of the RANS group and meshing approaches were investigated. To validate
the CFD model, a set-up of an acryl-glass pipe in a closed system was constructed under laboratory conditions.
The centre-plane velocity profile was used to compare the CFD model results and Laser Doppler Velocimetry
(LDV) measurements. Furthermore, the values of the average velocity and shear stress from the experiments
were compared to the results of the CFD model. The best results were obtained using a Cutcell mesh combined
with the RNG k-¢ turbulence model. The validated model was used to investigate the influence of the bed
roughness on the velocity and shear stress distribution in partially filled pipes. The velocity decreases while
increasing the bed roughness, however the shear stress becomes greater over a rough bed than over a smooth
bed.

1 Introduction

The complex process of flow and sediment transport in sewer systems has been investigated using in-situ
measurements, laboratory experiments and numerical modelling. All of these methods have some shortcomings.
In-situ measurements are mostly site-specific and are not predictive. The flow in the channel is non-stationary
and unsteady, which prevents representing the measurements (Yan et al., 2014). In contrast, the laboratory
experiments are more representative and precise. However, the results from the small-scale physical models are
not always transferable to real complex systems. With increasing computational resources and advancements in
numerical methods, computational fluid dynamics (CFD) provides a good alternative to investigate complicated
phenomena in a less expensive and more flexible way. In the following, a review of the application of CFD
concerning the simulation of sewer systems is briefly presented.

Schmitt et al. (1999) studied the bed load sediment traps in sewer systems using the Volume of Fluid (VOF)
method of the software Ansys Fluent. The numerical results were in good agreement with previous empirical
findings and led to a better design of sediment traps.

Berlamont et al. (2003) calculated boundary shear stresses for circular pipes with a flat-bed using CFD. They
used experimental data from the literature to verify the CFD model of a package PHONICS. The k-¢ turbulence
model was used. The results were satisfying, although secondary currents were neglected, since they do not have
significant influence on the shear stress distribution but rather on sediment transport.

He et al. (2004) studied the behaviour of flow and sediment in a combined sewer overflow (CSO) facility using
CFD. They used the VOF and the Discrete Phase Method (DPM) of Fluent to investigate different flow fields
and particle capture rates in order to assess flow conditioning baffles implemented in the CSO facility. They
found CFD modelling as an attractive alternative for optimizing the existing CSO facilities.

Schaffner et al. (2004) studied the application of CFD for the calculation of flush waves in sewers using the
software StarCD. VOF and the k-¢ turbulence model were used. They concluded that the results of CFD lead to a
better design and dimensioning of flushing devices. Kirchheim et al. (2005) used the same CFD package to
calculate different scenarios for a flushing device used in combined sewers to avoid deposits and investigate the
cleaning capacity. The parameters influencing the shear stress produced by flushing waves were numerically
analysed.

Bardiaux et al. (2006) obtained the velocity profiles through a sewer channel using the software Fluent. They
compared the k-¢ and Reynolds Stress (RS) turbulence models as well as the monophasic approach obtained with
the symmetry plane boundary condition and the VOF method. The comparison with the experimental data
showed that RSM and VOF together could accurately simulate the water behaviour in open channels. The
anisotropic RS model could represent the secondary currents better than the isotropic k-¢ model.
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Bares et al. (2006) verified a 3D CFD model of Fluent to obtain the flow pattern of a combined sewer overflow.
The free surface was simulated as a wall without friction and the standard k-« turbulence model was chosen as
the best suited model. They used the Ultra Doppler Method (UDM) to visualize the 2D flow field and compared
the results with numerical results. The time-averaged velocity flow field could be obtained in a good way.
Bardiaux et al. (2008) used VOF combined with the RS turbulence model to simulate turbulent flows to improve
sewer net instrumentation. They modelled different flows in rectangular, circular and egg-shape sections. The
method presented allows determining the local velocity of a flow in any point of a cross section.

Jarman et al. (2008) reviewed the application of CFD in modelling of urban drainage systems. In all of the
reviewed studies, the flow was assumed to be turbulent and the RS or k-¢ turbulence models were used. They
found the VOF approach very accurate in simulating the free surface, but computationally expensive. The review
showed that by growing the computational resources, CFD is becoming increasingly utilized as part of larger
simulation schemes for multi-physical systems.

Dufresne et al. (2009) studied the flow, sedimentation and solids separation in a combined sewer detention tank
using Fluent. They used the particle tracking facility of the software to study the location of the deposited
particles and the pollutant load. Agreeable results showed that CFD is a good way to model sediment transport in
sewer systems.

Chen et al. (2013) developed a 3D numerical model for optimizing design changes of a combined sewer system.
The VOF method and the RNG k-¢ turbulence model were used to simulate the turbulent free surface. A particle
tracking approach was used to model the behaviour of suspended solids. They concluded that CFD is effective in
designing a combined sewer system to reduce pollutant discharge into the receiving waters.

Bonakdari et al. (2015) numerically studied the minimum velocity required to prevent sediment deposition in
sewer systems. They simulated a three phases flow (water, air, sediment) in a circular pipe using the k-e
turbulence model of Ansys-CFX. The modelled longitudinal velocity profile pattern of flow and volumetric
sediment concentration were in good agreement with the experimental data.

Mohsin and Kaushal (2016) used VOF and DPM of Fluent to predict the efficiency of an invert trap. They
commented that the realizable k-¢ turbulence model is an appropriate choice for transferring turbulence among
the phases.

Regueiro-Picallo et al. (2016) analysed the open channel flow in egg-shaped pipes for small combined sewer
systems using the Ansys CFX 3D model. The VOF model was used to track the interface between water and air.
The shear stress and velocity profiles obtained from the CFD model were in good agreement with the
experimental results.

However, there are limited studies investigating the behaviour of flow in a partially filled circular pipe using
CFD. Compared to the velocity distribution in the full-filled pipe flow, the velocity distribution in a partially
filled pipe has been less researched (Jiang et al., 2016). Due to the fact that the free surface is always changing
with time and space, it is much more difficult to model the flow in open channels. Most of the studies
investigating the flow in open channels have been done in prismatic channels, which make the calculations
simpler. It is very difficult to investigate the velocity distribution along the width of an open channel
theoretically (Gandhi et al., 2010).

This study aims to develop a CFD model to predict the free-surface turbulent flow in a circular pipe. The
investigations have examined the influence of grid size, structure and turbulence model. After obtaining the best
suited CFD model, this model is used to investigate the influence of the bed roughness on flow behaviour in
open channels.

2 Materials and Methods
2.1 Laboratory Experiment
To validate the CFD model, in the laboratory of the Chair of Fluid System Dynamics of the Technische
Universitét Berlin, a set-up of an acryl-glass-pipe in a closed system was constructed. The model consists of a
6000 mm long circular pipe with an internal diameter (d) of 342 mm. At the beginning of the pipe, an inlet tank

and at the downstream, a collecting tank are placed. Figure 1 shows the experimental set-up. The bed slope Sy is
variable; it is 0.37% for this study.
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Figure 1. Construction of the experimental set-up (in mm)

The values of discharge (Q) were obtained using an MID flowmeter (Krohne Altometer SC 80 AS) and a
compact echo sounder (NivuCompact Echolot) was used to determine the water height (h). The average flow
velocity (V) and shear stress over the wetted perimeter (z) can be expressed using the experimental data as
follows:

V= )

| Q

7= pgR,Sy )

where A is the cross-sectional area of flow which is dependent on the opening angle of the water (6) and the
radius of the pipe (r), p is the fluid density, g the gravitational acceleration and R, is the hydraulic radius. In
practice, the energy slope S; is often replaced by the bed slope So. The parameters of the partially filled flow in a
circular cross section are shown in Fig. 2.

Figure 2. Partially filled flow in a circular cross section

Three experiments were conducted with different flow rates. All experiments were carried out over a smooth bed
in turbulent and subcritical flow regimes. The Reynolds number (Re) was greater than 35000 and the Froude
number (Fr) less than 1. The Reynolds number and the Froude number were calculated using the equations (3)
and (4), respectively:

Re = — @)
Fr=— 4)

where Dy, is the hydraulic diameter and v is the kinematic viscosity.

Furthermore, the centre-plane velocity profiles were measured using Laser-Doppler-Velocimetry (LDV) at a
distance of 3200 mm from the pipe inlet. The measurement section was selected at this point to ensure a uniform
flow condition. LDV is a widely accepted and used tool for fluid dynamical investigations of gases and liquids.
It is a well-established technique that gives information about the flow velocity.

Table 1 shows the characteristics of the three experiments.
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Test | I 1l

Q[ls] 25 35 45
h[mm] 33 40 45

Re 35333 44764 54117
Fr 0.97 0.93 0.95

Table 1. Variable parameters from the experiment
2.2 CFD Simulation

For the numerical part of this study, the geometry consisted of the inlet tank and the pipe. The geometry should
be discretized in meshes, in which the equations will be calculated. Here, a Cutcell mesh is compared to a mesh
of tetrahedral elements. Using tetrahedral elements has the advantage that the mesh of the complex domain,
consisting of cubes and cylinders, can be generated more easily. However, the same element size results in much
more grid cells in a tetrahedral mesh compared to the Cutcell mesh. On the other hand, a Cutcell mesh can
capture the interface between air and water more accurately. The CutCell mesher converts a volume mesh into a
predominantly Cartesian mesh, which consists of mostly hexahedral elements with faces that are aligned with the
coordinates axes. Fig. 3 shows the Tetrahedral and the Cutcell mesh. The mesh should be fine enough to capture
the features of the flow. In general, the finer the mesh the more accurate are the results, but also the longer is the
calculation time. Therefore, it is important to find a balance between the number of elements and the accuracy of
the results. The refinement of the mesh should be done until the solutions from two meshes do not differ
significantly. To obtain a sufficient mesh resolution at the wall, the values of y* are observed. Ansys Fluent
user's guide (2016) suggests that the standard wall function should exhibit a y* value between 30 and 300,
whereby a value close to the lower bound is most desirable. The here investigated meshes exhibit y* values
between 40 and 195 near the wall in the measurement section. In addition, the skewness and the orthogonal
quality of the mesh are considered to check its quality. The maximum skewness should be less than 0.97 and the
minimum orthogonal quality more than 0.01 (Ansys, 2016). Table 2 summarizes the three investigated meshes in
this study.

]

HHH
-

Figure 3. Tetrahedral mesh (left) and Cutcell mesh (right) in the middle cut plane

Mesh Elements Maximum Minimum
skewness orthogonal quality

Tetrahedral 2890604 0.9 0.09

fine Cutcell 1426914  0.95 0.28

coarse Cutcell 376097 0.78 0.33

Table 2: Summary of investigated meshes

The mostly used and validated multiphase solver Volume of Fluid (VOF) is used to simulate the interaction of
air and water in partially filled pipes. VOF is able to describe the deformation of the free surface very well and
therefore has been used successfully by a lot of researchers (Schmitt et al., 1999; He et al., 2004; Schaffner et al.,
2004; Kirchheim et al., 2005; Bardiaux et al., 2006; Bardiaux et al., 2008; Chen et al., 2013; Mohsin and
Kaushal, 2016; Regueiro-Picallo et al., 2016; Gandhi et al., 2010). VOF can model two or more immiscible
fluids by solving a single set of momentum equations and tracking the volume fraction of each of the fluids
throughout the domain. In each computational cell, the volume fractions of all phases sum to unity. The volume-
averaged values in each cell are either representative for one phase or for a mixture of the phases. The mixture

density (pmix) cONcept in VOF for a domain containing water and air is as follows:

Pmix = Pair» Xair = L, aywar = 0 (The cell is empty of water)
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Pmix = Pwat» Awar = L, &qir = 0 (The cell is empty of air)
The density of the gas-liquid mixture fluid (at the interface of water and air) is:

Pmix = QairPair T AwatPwat 5)

where p,i- and py,q¢ are the density of the air and water, respectively. a ;- and a,, 4+ are the volume fraction of
air and water, respectively.

The continuity equation for the volume fraction of the secondary phase (here air) neglecting the mass source has
the following form:

a
at (aairpair) + V(aairpairvair) =0 (6)

The volume fraction equation will not be solved for the primary phase (here water). The primary phase volume
fraction is computed based on a4 + e = 1.

The momentum depends on the volume fractions of the phases through p and p and is calculated as follows:
v
po+V.(pVV) = V.[u(VV + vvT)] —Vp+ pg (7

where p is the fluid density, V is the fluid velocity, u is the dynamic viscosity, p is the pressure and pg is the
gravitational body force. Only one set of momentum equations will be solved for the mixture fluid and the
resulting velocity is shared among the two phases. Turbulence is also the same as in single phase flows. A single
set of transport equations will be solved and the turbulence variables (here k and ¢) are shared by the phases
throughout the field.

The choice of the turbulence model is dependent on several factors such as the physics of the flow, the available
computational resources and time for the simulation, the required accuracy, etc. Therefore, different turbulence
models have been investigated. The Reynolds-averaged Navier-Stokes (RANS) approach reduces the required
computational effort and resources and is widely adopted for practical engineering applications. The k-¢ model
of the RANS group is the most widely used and validated turbulence model (Stovin et al., 2002). The model is
based on the Boussinesq assumption that Reynolds Stresses can be linked to the mean rates of fluid deformation.
The k—e model uses two quantities, the turbulent Kinetic energy, k, and its rate of dissipation per unit mass, ¢, to
calculate the eddy viscosity. There are three variants of the k-¢ model available in Fluent: standard, realizable
and RNG, which require more computational effort respectively. They differ in:

e the method of calculating turbulent viscosity

e the turbulent Prandtl numbers governing the turbulent diffusion of k and ¢

e the generation and destruction terms in the ¢ equation
The theory behind these models is well descried in Ansys Fluent Theory Guide (2016). In this study, the three
variants are investigated and compared with each other. In all cases the standard wall function is selected. Table
3 summarizes different CFD models used in this study. Other turbulence models available in the Fluent package
like the Reynold stress model (RSM) could give more accurate predictions for complex flows and particularly
for the effects of the secondary flow. However, they are not as well validated as the k-¢ model. Furthermore, in
circular channels where the secondary flow is more of a result of the geometrical shape than of the turbulence,
the k- model could more accurately predict the flow than the RS model (Knight et al., 2005).

Model  Mesh Turbulence model
1 Tetrahedral k-¢ standard

2 fine Cutcell k-¢ standard

3 coarse Cutcell k-¢ standard

4 coarse Cutcell k-¢ RNG

5 coarse Cutcell k-¢ realizable

Table 3. Summary of investigated CFD models

The boundary conditions and the solution methods are set based on experiences and suggestions of the ANSYS
User’s Guide. At the inlet, a mass flow inlet is selected for the liquid phase with mass flow rates from the
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experimental data and zero for the gas phase. The turbulent intensity and viscosity ratio have been set to remain
at 5% and 10, respectively at the inlet as well as at the outlet. The open top of the inlet tank and the outlet of the
pipe have a pressure outlet boundary condition. The backflow value of the volume fraction is 1 for the gas phase.
For the wall boundary conditions, the no-slip wall condition is used. Fig. 4 shows the computational domain and
the boundary conditions.

Based on the implicit scheme for VOF, the following solution methods are selected: The PISO algorithm for the
pressure-velocity coupling, the PRESTO discretization for pressure and Second Order Upwind for momentum.
The interface between fluids is represented with the Modified HRIC scheme, because when calculating
implicitly, all other discretization schemes will normally lead to numerical diffusion. The First Order Upwind
scheme is selected for turbulent kinetic energy and turbulent dissipation rate.
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Figure 4. Sketch of the computational domain and the boundary conditions
3 Results and Discussion
3.1 Validation

First, the flow in the pipe with an inlet flow rate of 3.5 I/s is simulated. The CFD model centre-plane velocity
profiles are compared with the LDV measurements at the middle-section of the pipe in a position of 3200 mm
from the inlet. The comparison between the results of the first two models (Model 1 and 2) and the LDV
measurements shows that the Cutcell mesh gives a better estimation of the centre-plane velocity profile.
However, the mesh of tetrahedral cells was able to predict the values of the velocity in the near wall region. In
the next step, the Cutcell mesh is coarsened (Model 3) and its velocity profile is compared to the model with a
finer mesh (Model 2). Since there is no significant difference between the results and a coarser mesh leads to
faster simulations, the coarser Cutcell mesh is selected as the best mesh. To choose the best turbulence model,
three variants of the k-¢ model are compared (Model 3, 4 and 5). The RNG model (Model 4) estimated the
velocity profile with least error. Fig. 5 shows the comparison of the centre-plane velocity profile from the five
CFD models and the LDV measurements.

Second, the Cutcell mesh and the RNG k-¢ model (Model 4) are used to simulate the two other tests with flow
rates of 2.5 and 4.5 I/s. Fig. 6 shows the comparison of the centre-plane velocity profiles simulated with Model 4
and LDV measurements of these two tests. As seen, the model was able to reasonably predict the velocity profile
for different flow rates or rather different filling ratios in a circular pipe.
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Figure 5. Experimental and numerical comparison of the centre-plane velocity profiles for an inlet flow rate of
3.5 I/s with different meshes and turbulence models
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Figure 6. Experimental and numerical comparison of the centre-plane velocity profiles for Test I and Il with an
inlet flow rate of 2.5 I/s and 4.5 I/s, respectively using Model 4

Furthermore, the average velocity and shear stress over the wetted perimeter are used in order to validate the best
model (Model 4) for three different flow rates. Table 4 shows the values of the experimental and numerical
velocity and shear stress as well as the relative error between these two data sets. It is noticeable that the CFD
model overestimates the values of the velocity. This could be explained by the fact that the k-¢ model delivers
better results for near free surface flows rather than flows close to the wall. Therefore, the small velocity values
near the wall may not be very well estimated, which causes an overestimation of the mean velocity. Another
alternative could be the Shear Stress Transport (SST) turbulence model which is a combination of the k-¢ and k-
w turbulence models. The k- model is better suited for near wall regions. It was not possible within the frame
of this work to test this model. On the other hand, this model underestimates the values of the shear stress. The
reason could be that the experimental shear stress is an estimation of the average shear stress in the pipe.
However, the value of the shear stress from the CFD model is the mean shear stress on a selected cross section.
By the way, the relative error between experimental and numerical values is not more than 10% (except for V in
test 1.
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Test Vexp Verp TEXP TcFD

[m/s] [m/s] [Pa] [Pa]
| 0.55 0.61 0.76 0.70
1] 0.58 0.63 0.91 0.84
11 0.63 0.68 1.02 0.98

Error Error
Vv [%] 7 [%]
| 10.90 -7.89
1 8.62 -7.69
1 7.94 -3.92

Table 4. Comparison of the values of mean velocity and shear stress from experiment (EXP) and CFD

3.2 Velocity

As the bed roughness plays a major role in sediment transport in sewers, the validated CFD model is used to
investigate its influence on the flow behaviour. Three different values for the roughness height are simulated and
compared together for the same discharge (3.5 I/s) and bed slope (0.37 %); Smooth bed (ks = 0), medium coarse
bed (ks = 0.5 mm) and rough bed (ks = 1 mm) which represent plastic, concrete and stoneware as the sewer bed
material, respectively. Fig. 7 shows the velocity contours on a wetted cross section with different roughness
heights. The average velocity on the smooth bed is 0.63 m/s, on medium coarse bed 0.54 m/s and on the rough
bed 0.49 m/s.
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Figure 7. Longitudinal velocity contours on wetted cross section for (a) ks = 0, (b) ks =0.5 mm and (c) ks=1 mm

In addition, the centre-plane velocity profiles are plotted against the water height. Fig. 8 shows the comparison
for three different bed roughness heights. In the near wall region, the difference is not significant. However, the
difference becomes greater with increasing water height. In the free-surface region, it is easy to see that the bed
roughness has a great influence on the velocity profiles in the pipe. From the Figs. 7 and 8, it can be concluded
that the velocity decreases while increasing the bed roughness, especially in the free surface region.
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Figure 8. Numerical comparison of centre-plane velocity profiles for an inlet flow rate of 3.5 I/s and bed
roughness of 0, 0.5 and 1 mm

3.3 Shear Stress

Simulated boundary shear stress distributions are plotted as a function of the lateral distance from the centre-
plane for three different flow rates (Fig. 9) and three different roughness heights (Fig. 10). The x-axis represents
the distance along the wetted perimeter of the pipe. It is visible in the figures and also concluded by (Knight and
Sterling, 2000) that the shear stresses on the bottom of the channel are larger than the shear stresses on the walls.
As shown in Fig. 9, increasing the flow rate leads to higher values for the shear stress. It can be observed that the
distribution of the shear stress becomes more uniform by increasing the filling ratios. This is due the fact that,
when the pipe is running full, the shear stress on any section of the boundary is constant. For higher flow depth
ratios, the shear stress reaches its maximum value (1.2 Pa for 4.5 I/s) in the centre of the pipe; while for lower
flow depth ratios, this maximum (1.05 Pa for 3.5 I/s and 0.83 Pa for 2.5 I/s) is reached in two symmetrical points
of the wetted perimeter. The existence of two maxima on either side of the centreline in an open channel flow
indicates the presence of secondary flows, which draws high momentum fluid away from the channel centre
towards the corners. However, the strength of the secondary currents decreases with an increase in depth
(Hoohlo, 1994). That’s why for higher flow rates, the maximum occurs in the centre. In addition, it is to be seen
that the distribution becomes less uniform by increasing the roughness height. The shear stress on the bottom
increases up to 20% while increasing the bottom roughness height by 1 mm.
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Figure 9. Boundary shear stress distribution in a cross section for different flow rates under smooth bed
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Figure 10. Boundary shear stress distribution in a cross section for different roughness heights with a flow rate of
351/s

4  Conclusions and Future Works

The aim of this study was to investigate various mesh approaches and turbulence models for the simulation of
the flow in a partially filled pipe. A mesh of tetrahedral elements and two Cutcell meshes were compared.
Additionally, three variants of the k-¢ model were studied. The centre-plane velocity profiles obtained with
different CFD models were compared to LDV measurements. The best results were obtained from a Cutcell
mesh combined with the RNG k-¢ turbulence model. Furthermore, the mean velocity and shear stress of
experimental results were compared to the values of the best CFD model. The relative error was under 10%. The
validated CFD model was used to analyse the influence of the bed roughness on the velocity distribution in
pipes. The velocity decreases while increasing the bed roughness, particularly in the free surface region. In
addition, the distribution of the boundary shear stress was investigated under different flow rates and bed
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roughness heights. The distribution becomes more uniform as the flow rate increases and less uniform while
increasing the bed roughness. The shear stress over the rough bed is larger than that over the smooth bed. The
results showed that the CFD model could reasonably simulate the flow in open channels under different
boundary conditions. This paper can be seen as a preliminary study for working on more complicated problems.
The results of this study have been used for investigations on the modelling of sediment transport in sewer
systems using a coupled method of CFD and Discrete Element Method (DEM). The first results of this study are
presented in (Alihosseini and Thamsen 2018).
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Smoothed Particle Hydrodynamics for Navier-Stokes Fluid Flow
Application

P. Sabrowski, S. Przybilla, F. Pause, L. Beck, J. Villwock, P. U. Thamsen

The aim of this publication is to introduce the particle based computational fluid dynamics (CFD) method
smoothed particle hydrodynamics (SPH) and introduce an applicable and valid SPH implementation for
practical cases. For this purpose, current research approaches are combined regarding performance and
numerical stability.

The principles of the method, the mathematical basics and the discretization of the Navier-Stokes equations are
clarified. Furthermore, the implementation of method-specific boundary conditions, wall, inlet and outlet, as
well as several correction procedures and a surface tension setup into the present code framework are
described.

The advantages and validity of the method are shown based on different cases. The free surface fluid behavior of
a dam break is compared to experimental data of the time dependent water level of selected positions. A Karman
vortex street is validated by its Strouhal number for different Reynolds numbers. The frequency of an oscillating
drop is analysed and compared to the analytical solution.

The SPH is utilized for pipe flows influenced by a backward facing step and shows an expected qualitative flow
field.

1 Introduction

The method smoothed particle hydrodynamics is particle based and has its origin in the applications of
astrophysics (Gingold and Monaghan, 1977; Lucy, 1977). Today, it is efficiently applied for liquid flows. A
frequently used form is the weakly compressible smoothed particle hydrodynamics (WCSPH). It treats fluids as
stiff media and adds an equation of state.

Due to the meshfree properties, the main advantage of the method is the simple applicability to free surface
flows, moving geometries and multiphase phenomena. Where classical CFD methods usually require dynamic
remeshing, SPH benefits from its Lagrangian definition. Due to its high parallelization capability, it is well suited
for high performance computing (Braun et al., 2017).

Nevertheless, SPH still has some deficiencies. Although there are several working approaches of modelling
turbulence, it is still a present research topic. Another feature that is still in development is the variable resolution
in predefined areas, as adaptive refinements. For the implementation splitting and merging algorithms are
utilized. The most advanced approaches are given by Vacondio et al. (2016) and Chiron et al. (2017). In some
cases, boundary conditions may cause undesired behavior, for instance penetrations in wall BCs or backflows for
inlet and outlet BCs (Tafuni et al., 2017). Another aspect is the existing proof of convergence which only holds
for regular distributed particles (Violeau, 2012).

Due to the efficient approximation of the Navier-Stokes equations, especially for free surface flows, SPH has its
primary application fields in coastal flows and atomization processes, among others. A typical SPH application
that stems from the advantages in simulating complex and moving geometries are gear boxes.

The goal of this work is to introduce an applicable and valid SPH tool for practical cases. Hence, the most
promising results of the latest SPH research are combined regarding performance and numerical stability. For this
purpose, latest open and wall boundary approaches are implemented into the present code framework and
enhanced as well as numerical stabilizing methods.

This software framework, the utilized models and their advantages are expounded as a foundation for the
subsequent work in the field of wastewater treatment. The simulation of waste water systems and optimization of
pump stations regarding sedimentation is a research topic that stems from the EFRE funded project OPuS
(“Optimization of pump stations due to the Simulation of Sedimentation Processes”) at Beuth University of
Applied Sciences.
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2 Physical Model

The Lagrangian form of the Navier-Stokes equations is used to describe the fluid flow, with the mass balance in
Eqg. (1) and the momentum balance in Eq. (2)

dp

a —pV- v, @
dv 1
=5 T HaT) g @

where p and p are density and pressure, v and g are velocity and gravitational acceleration. p denotes the

dynamic viscosity of the fluid.

Weakly compressible smoothed particle hydrodynamics (WCSPH) is often used to model incompressible fluids.
For the weakly compressible behavior an equation of state is necessary. The Cole equation describes water as a
stiff medium and is usually utilized in SPH (Monaghan, 1994)

p::p°cz((fl)y—-1)-kpo- ®3)

Y Po

The material parameter y is set to 7 for water (Cole, 1948). ¢ is the speed of sound, p, the reference density and
po the background pressure. When acoustics can be neglected, an artificial speed of sound is often introduced.
This allows the increase of the time step without degrading the quality of the result. Usually a change in density
of 1% is permitted which leads to an artificial speed of sound ten times bigger than the maximum expected
velocity. The letter can be derived by an educated guess or simpler analytical approaches such as Torricelli’s law
(Monaghan, 1992).

Modelling turbulence is a not yet a mature discipline using SPH. Next to costly direct numerical simulations
(DNS), large eddy simulations (LES) were introduced to SPH (Adami et al., 2013; Dalrymple and Rogers, 2006).
A more practical approach to industrial application involves Reynolds-averaged Navier-Stokes (RANS) models
based on a first-order eddy viscosity closure (Violeau, 2004). A detailed overview of turbulence modelling in
SPH was presented by Violeau and Rogers (2016).

An alternative approach is the incompressible smoothed particle hydrodynamics (ISPH) method were
incompressible fluids and therefore divergence free velocity fields are handled. This introduces necessary
iterative solving procedures (Cummins and Rudman, 1999).

3 Numerical Model
In 1992, Monaghan (1992) successfully applied SPH to fluid dynamics. The mesh-free method is based on
smoothing physical fields and their gradients at defined particle positions.

Using the Dirac delta distribution &, every value of a continuous function f can be described at a position r in
through the following convolution integral:

f5) =G+ NE) = [ 80 -1)da,  wrea @
0
Thereby, the Dirac delta distribution holds the following characteristics:
mi - .
S(K‘J):{o, e ()
fa@ﬁa= : (6)
i)

In SPH the Dirac delta distribution is approximated by the so-called kernel function w,,. It must satisfy specific
requirements, see Eqgs. (7) to (9). The third property limits interpolation consistency to an order of one (Violeau,
2012).

}lig}) wy, = 6, (7
fw,l(g)dﬁ =1, 8)
0
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The simplest kernel function is the Gaussian. The introduced solver on the other hand uses the Wendland kernel
shown in Eq. (10) is used,

Nt L 2y Ty
Wh(ixj)_wh(ﬂ'j)—ﬁ[( _z_i) (1+le' F—EJ’E[O,Z] 10)
’ eLse

( n ”l’ —JH L Ej' i-j = 1---‘-?1).

where d is the number of dimensions, h is the smoothing length, «, is a dimension dependent constant factor
(Wendland, 1995). The underlying interpolation procedure is demonstrated in Figure 1.

Figure 1. Reference and actual configuration of a binary mixture (Sabrowski et al., 2017)

The next step is the discretization of the integral in Eq. (4) through a Riemann sum. n is the number of particles,
N the number of neighbour particles, m; is the mass and p; the density of neighbour particle j

[Fla(n) = Z%f(g)wh(w)- (11)

Applying the SPH methodology to the Navier-Stokes equations leads to a system of ordinary differential
equations (ODE). For the discretization a representation of the gradient, divergence and Laplacian is required. To
determine the gradient in the simplest SPH manner the interpolation described above is applied on the gradient of
a sufficiently smooth function f. Together with partial integration the following identity holds

V() = j VF ()Wt —r)de = f Pz = Dn(r)er - f £()vwa(s; — r)do (12)

Assuming the point r; is not close to 8, the surface integral vanishes due to the compact support of w,,. With the
identity V;w,(r; — r) = —Vw,(1; — r ) the gradient can thus be rewritten as

U7() = | 7)o (- r)do (13)

This generic calculation can equally be applied to the divergence and results for sufficiently smooth g in

v g(ﬁ') = LQ({) «Vewn(r; — r)dO. (14)
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Now this continuous representation can be spatially discretized. With additional algebra, more formulations for
the differential operators can be derived (Watkins et al., 1996). These formulations hold properties that make
them advantageous over the formulation above. The most frequently used formulations are the so-called
symmetric divergence

1 N
v gt. = —; E mfgfj . Viwh(f}j) (15)
T.J_,:o

and the anti-symmetric gradient operator

N

Vfi=p;i Z m; (,t% + ;%) Viwh(f'if)- (16)

j=0 L
The continuity and the momentum equation are examined separately using the advantages of the different
discretization schemes available for the differential operators. The divergence in the continuity equation is

usually determined by the symmetric operator due to its improved mathematical consistency (Violeau, 2012)
1 n
v v = —EJZL Inj(yi — Ej’) ' Viwh(ri}-). (17)

On the contrary, the anti-symmetric formulation is used to describe the pressure gradient in the momentum
equation because of its favorable strict conservation of linear and angular momentum guaranteed by this operator
(Monaghan, 1988)

n

Pi  Pj
Vp; = Piz m; (? + p_i) Viwn (73 (18)

=1 i J

To model the viscous term, many approaches exist. The most obvious idea is to use the operators derived above
and apply the divergence on the gradient operator. This comes with a high computational overhead and leads to
inaccurate velocity fields (Watkins et al., 1996). Instead the viscous operator by Monaghan and Kos (1999) is
used in this work

4(d + 2)myvyy; - 1y
= (pl +p})(rij2 + (0.1h)?

vAp; =

) viwh(rij)- (19)

It conserves linear and angular momentum while introducing an artificial bulk viscosity. Another frequently used
approach is based on a finite differences gradient coupled with a SPH divergence formulation (Morris et al.,
1997). The resulting system of ODEs reads as follows:

dp; .
dar Zm}'(ﬂi — ;) - Vw (1), (20)
=
dy; N pi Py 4(d+2)vgfj-gj)
dar T LM\ Viwn (1) + fi. 21
dt Z "(P? 03 (pi+ py) (2 +12) W) i (21)

j=1

where f; includes external accelerations like gravity and n = 0.1h is introduced to avoid zero nominators. Instead

of utiIiEing the continuity equation the density can be computed directly using the SPH identity (Monaghan,
1992)

n

pPi = Z mwy (). (22)

=

Using this identity saves an additional step in the time integration scheme and gives good results applied to
particles inside the fluid. Close to the surface, however a non-negligible error is introduced by the truncated
kernel support and it thus needs special consideration when applied (Morris et al., 1997).
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To advance in time, the system of ODEs achieved by the SPH discretization can be solved by any time
integration scheme. The explicit nature of WCSPH leads to small timesteps and as a result, many timesteps have
to be computed. To reduce the introduced error, it is beneficial to use a symplectic scheme (Violeau, 2012). In
this work the velocity Verlet scheme (Swope et al., 1982) is used adjusted by the additional density equation as
follows:

o(1+5) =0+ 5 %0,

r(t+3) =m0+ Fu(t+3)
p(t+ At) = p(t)+Ati—f(t+Zt) (23)
[(t+At)=£(t+§)+¥z(t+§).
v(t+ At) = g(t+2t) %%( t + At).

To dynamically determine the timestep, the well-known CFL condition is applied (Courant et al., 1929)
h
At < w; . (24)

In addition, two more conditions are used to take the current acceleration and viscosity in consideration (Morris
et al.,1997)

(25)

(26)

Typical values are w; = 0.25, w, = 0.25, w, = 0.125. The new timestep is the maximal timestep that holds for
all three conditions.

To guarantee more stable pressure fields and closely fitted fluid particles near the boundary, the boundary
condition proposed by Adami et al. (2012) is utilized. It is based on the pressure extrapolation from surrounding
fluid particles and has the claim to ensure Vp = 0. This approach allows the proper modelling of wall
boundaries.

The implemented inlet and the outlet boundary condition are also based on this pressure interpolation principle.
The inlet pressure interpolation works exactly like the boundary condition by Adami et al. (2012). For the outlet,
a particle is defined as a slave particle when undercutting a defined distance from predefined fixed outlet
particles. For those slave particles, the pressure is interpolated from fluid and outlet. While the outlet particles
hold a pre-defined pressure. As soon as slave particles leave the outlet zone, they are deleted.

To reduce the noise in the pressure field a numerical diffusive term proposed in Antuono et al. (2010) is applied
on the density calculation, hence a smoothed pressure field and makes SPH applicable for violent water flows
(Marrone et al., 2011).

For several approaches a surface tracking algorithm is necessary. The technique used here is introduced by He

(2014) as the gradient of the color function, defined as ¢ = 1 for each particle. The color gradient V¢; is defined
as

Z; Vi ¥iwn (ry)

Ve, = )
C X Vwa(ry)

(27)

where V; denotes the volume of particle j. The expected value within a fluid field is approximately zero and
significantly greater at a free surface. Consequently, a limit value can be defined to identify the surface particles.
Other surface tracking approaches are shown by Lind et al. (2012) and Marrone et al. (2010).
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After a surface tracking is established, an interface-based surface tension model can be implemented. Here, the
continuum surface force by Brackbill et al. (1992) is chosen. It is based on the surface tension coefficient o, the
surface curvature «, the inwards surface normal n, , and the surface delta function 5. The resulting surface force

f- reads as follows:

fs = oxnsx (28)
with
8y = |Vel, (29)
_ Ve
s = e, (30)

The surface curvature x of particle i can be determined by the SPH divergence operator (Adami et al., 2010):

T;(n: — 1) ViViwi ()
LT V}'Wiwh (r”-)|

K[.:—V-ﬂ[.:d (31)

These forces can lead to instabilities that introduce particle clustering and therefore affects the mathematical
consistency.

Latter can only be proved for an even particle distribution (Violeau, 2012). Therefore, various particle reordering
approaches were developed. A generalized shifting technique was introduced by Lind et al. (2012) derived from
Fickian diffusion. A small perturbation term &v; is added to the Lagrangian velocity v;with §v; « v;

v = v+ 6y, (32)
where §v; is defined as
—Vepar2hn , vepar2h||n[| < 0.25[v
vy = —0.25||v| ﬁ else ' (33)
n

according to Oger et. al. (2015), where n = X;V,wy, (rU-)I'}. Sun et. al. (2017b) suggests a shifting distance
restriction of 5 percent of the particle diameter Ax;.

To exclude surface particles from shifting the previously described surface tracking algorithm is utilized.

Particle properties like mass and pressure are shifted with the particle position. Therefore, mass and momentum
conservation cannot be guaranteed. Oger et. al. (2015) introduces an Arbitrary Lagrangian Eulerian scheme
which allows mass fluxes between particles and ensures mass and momentum conservation.

4 Validation on Standard Cases

The dam break is defined by the SPH European Research Interest Community (SPHERIC) as one of the SPH
benchmark tests and is therefore used to validate the SPH free surface flow prediction. The experimental setup
and the results are specified in Issa and Violeau (2006). Kleefsman (2005) provides the experimental data to
which the present implementation is compared to. There, the water height is determined over time at four
different positions. Figure 2 shows the case setup and the two considered water level sensors H1 and H2 similarly
to the experimental data. Additionally, it visualizes the fluid field at time ¢ = 0.8 s. The tank has a height of 3.22
m and a length of 1 m. The initial water block has a height of 0.55 m and a length of 1.228 m. It is positioned on
the left corner of the tank. As soon as the simulation begins, water dam breaks and crushes into an obstacle of
0.161 m height and width. It is located at 2.476 m distance from the left tank wall.
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Figure 2. Velocity field for the dam break case
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Figure 3. Variation of the water level with time at the height sensors

Figure 3 shows that the water levels resulting from the simulation are in good agreement with the experimental
data. The deviations in the 2D case result from neglecting the interspaces between obstacle and wall. Moreover,
turbulence modelling is not included which also causes a discrepancy to the measurements.

Nevertheless, the results of the case indicate SPH to be a suitable method for simulating highly dynamic free
surface flow.

To evaluate external flows, the Karman vortex street is investigated. Although, it is not perfectly fitted to be a
favorable SPH case, it can be used to validate the capabilities of SPH. For Reynolds number 100 and 200 the
Strouhal number calculated from the vortex shedding frequency is determined for the present implementation
which includes the incorporation of open and wall boundaries next to numerical stabilization. No-slip is used for
the cylinder surface, slip for the upper and lower calculation space and open boundaries for the left and right in
and outflow. Results are compared to numerical and experimental data from literature, see Table 1.

Figure 4 shows the formation of vortices with initially position-dependent marked particles.
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Figure 4. Karman vortex street (position marked particles)

The frequency is examined based on a Fast Fourier Transformation on the y-velocity median for a fixed x
position. The Strouhal number st can be calculated by

sp = fode. (34)

v

where f,, denotes the shedding frequency and d. the obstacle diameter. Table 1 shows the results for Reynolds
number 100 and 200 of the present work, experimental measurements by Roshko (1954) and numerical results by
the references mentioned below.

Table 1. Comparison of Strouhal number with experimental and numerical data

Source St (Re=100) | St (Re=200)
Present work 0.174 0.207
Roshko (1954) 0.170 0.185
Tafuni (2016) 0.174 0.205
Calhoun (2002) 0.175 0.202
Liu et al. (1998) 0.165 0.192

The simulation values for both Reynolds numbers show a good agreement with literature data, although the
Strouhal number for Reynolds number 200 is determined higher than the compared literature values. Sun et al.
(2017a) ascertain that higher Reynolds numbers cause more negative vortex pressures and therefore a less
accurate representation of the physical phenomenon. Sun et al. (2017a, b) introduce approaches to avoid negative
pressures which will be investigated prospectively.

Lastly, an oscillating droplet with free surface is analysed. Hence, the surrounding air is not calculated. Here, the
relative pressure Ap and the oscillation frequency f of the SPH droplet simulation is compared to analytical
solutions. Both are determined for a variety of particle radii R.

The analytical pressure can be determined by (Urso, 1999)

R

and the oscillation frequency (Rayleigh, 1879) by

[T -1
f= (ZTTJ%) (36)

The initial condition of the oscillating droplet and its pressure distribution can be seen in Figure 5. The particles
position is initialized on a cartesian grid. As soon as the particles are set in motion, the particles distribution is
uniform but less systematic. Especially at the surface, the distribution shows a characteristic but less uniform
behaviour. This could influence the mathematical consistency at the surface which would also cause problems in
of the physical field. The pressure field quality at the surface confirms the suspicion. The pressure values at the
surface are comparatively noisy. Nevertheless, the pressure results within the droplet are in good agreement with
the analytical solutions, see Figure 6. The same applies for the comparison of the simulated oscillation frequency.

132



pressure in Pa pressure in Pa
10.0 15.0 20.0 25.0 300 35.0 40.0 45.0 500 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0

2909 %g
seese
: 2
M Y <
X X,
x * — it
9
sessssrees IROOVS Sry ole, oD
tessesrres RO o
‘44 s P e e teee s d *,
sesseteees PRLODS s
R R RPN O
CELEI LI EII LI LIt I I I bt
TEEE P P bttt s e sttt
e oe0 0322202000
2222223

OGO OOOOOO

2350600608068008000$00950089298

g
=
i -

Figure 5. Initial (left) and rearranged (right) particle configuration and pressure distribution of an oscillating
droplet
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Figure 6. Comparison of analytical and numerical internal pressure (left) and oscillation frequency (right) of a
droplet using WCSPH simulation

5 Application Feasability

The EFRE funded research project OPuS at Beuth University of Applied Sciences aims to optimize the geometry
of wastewater systems and prevent sedimentary deposition. As a first step, a simplified experimental setup was
built at Technische Universitat Berlin to investigate flow and sedimentation phenomena in pipes with different
inline components. Here, the applicability of the shown methodological software setup is examined as a first
feasibility study to assess the occurring physical phenomena and stability. The described test rig with a backward
facing step, see Figure 7, is utilized with a length of 85.5 cm between inlet and outlet, a maximum height of 16
cm and a step of 4 cm.

The presented implementation provides all necessary functionalities to approach this setup.

Figure 7 shows the pressure field in the backward facing step. The introduced open boundaries at the inlet and
outlet avoid reflections of internal pressure waves, which in the past caused unphysical resonance effects.
Furthermore, the wall boundary condition and the density diffusion term improve the pressure field significantly.
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Figure 7. Pressure field of the backward facing step

A first glimpse at the vortex, which is induced by the velocity field at the backward facing step, shows the
expected characteristics, see Figure 8. The vorticity and the dimensioning of the occurring flow phenomena will
be further analysed in future work.
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Figure 8. Velocity field of the backward facing step

Building on those approaches, the velocity field will be validated by comparing to experimental particle image
velocimetry measurements.

6 Conclusion and Perspective

In this work a combined implementation of several of the latest approaches and improvements in the field of SPH
is presented to allow the challenging of real world flow problems. It was possible to validate the incorporation of
density diffusion schemes, improved wall treatments and the extension of the wall boundary consideration to
open boundary problems for violent free surface flows as well as on an internal flow case.

The simulations of the validation cases are in good agreement with literature and experimental data. Simulations
that involve free surface flows as well as external and internal flows were observed to validate the numerical
quality of SPH. First pipe simulations are promising for future industrial applications.

Based on the displayed work performed with the described software setup, the application of pipe flow with
varying internal features will be continued and compared to data of a corresponding experimental setup. To
guarantee the necessary performance, an MPI framework will be established. Especially the pipe flow, adaptive
refinements will be further developed to increase resolution in several areas of interest. Moreover, the mentioned
turbulence models will further be investigated. To reach the aims of the project, a multiphase and a sedimentation
model will be included and geometry studies for avoiding sedimentation in pump stations will be performed.
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Impact of the Initial Flow Conditions on the Wetting Efficiency on
a Flat Inclined Surface

D. Asendrych

The paper presents a numerical study of a liquid flow on a flat inclined surface using a 3-dimensional unsteady
Eulerian multiphase model. Application of a VOF (Volume of Fluid) technique, a surface tracking method,
allowed to reconstruct a flow structure and determine surface wettability revealing their dependence on the
liquid flow rate. The critical Reynolds number value corresponding to the transition from the rivulet flow to the
fully wetted surface was found to agree quite well with the reference literature data. Detailed calculations
showed that the solution is sensitive to the initial conditions, i.e. it may change when the dry plate is replaced by
a surface covered with a liquid film. Such a behaviour results from variation of the dynamic contact angle
between the receding and the advancing contact angles corresponding to the dewetting and wetting conditions,
respectively.

1 Introduction

Packed bed columns are commonly used in various industrial installations in chemical, process, petrochemical
and the other sectors. The efficiency of such processes like absorption (Niegodajew and Asendrych, 2016),
drying, distillation, or rectification (Haroun et al., 2014) is strongly dependent on the ability of the column
packing to enlarge the contact area between co- or counterflowing phases and in turn to enhance the mass,
momentum and heat transfer processes. Among the factors influencing the effective area of the liquid free
surface, one can mention the packed bed characteristics (porosity, specific surface area, liquid spreading ability),
gas and liquid properties (Lappalainen et al., 2008) as well as their loads (Asendrych and Niegodajew, 2017).
The complexity of the problem makes the optimisation of packed bed columns challenging. That is why a deeper
understanding of the flow hydrodynamics for much simpler geometries as flat or textured surfaces is required.

In the existing literature a number of studies is devoted to the liquid flow structure on flat surfaces, just to
mention the works of Haroun et al. (2012), Haroun et al. (2014), Xu et al. (2008) or Xu et al. (2012). The main
finding of these works is the evolution of the liquid flow structure upon the flow rate or Reynolds number. With
its increase flow evolves from droplet-like flow through the system of rivulets up to film flow completely
covering the surface. The other papers approach more complex systems. For instance Xu et al. (2014)
investigated gas-liquid-liquid system consisting of two immiscible liquids of significantly different surface
tensions. Moreover, the influence of a counterflowing gas phase on liquid behaviour was taken into account. In
order to capture that effect the drag force was included in the momentum equation with the drag force coefficient
proposed by Stephan and Mayinger (1992). Another important aspect approached in the literature is the influence
of liquid properties on the wetting efficiency. The surface tension and the contact angle turned out to be of
special importance as they may cause significant change of the morphological flow structure and in turn the
portion of wetted surface. These parameters were investigated parametrically by Singh et al. (2017) and
Asendrych (2018) showing the relevance of the Weber and Kapitza numbers in quantifying these effects.

A step forward was to consider corrugated surface shape in the model (see e.g. Iso et al., 2013, Subramanian and
Wozny, 2012, Szulczewska et al., 2003 and Haroun et al., 2012) imitating the geometry of industrially available
structured packings. The geometrical constraints of the flow were usually limited to a single element of the
packing of relatively small extents, thus ensuring reasonable computational times. Sebastia-Saez et al. (2015a)
and Haroun et al. (2012) employed CFD to determine the liquid holdup and the gas pressure drop. Another
direction of numerical works was to include physical (Haroun et al., 2012, Sebastia-Saez et al., 2013, Sebastia-
Saez et al., 2014b and Xu et al., 2009) and reactive (see e.g.: Haroun et al., 2010, Sebastia-Saez et al., 2014a and
Sebastia-Saez et al., 2015b) mass transfer processes taking place at gas-liquid interface. The most advanced
model incorporating various aforementioned phenomena was proposed by Sebastia-Saez (2016) and it was
employed to predict the carbon dioxide capture in the aqueous solution of amine solvent.
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In the present paper a numerical model enabling the reconstruction of the flow structure on a flat surface was
developed. The aim of the research was to test the model for simple geometry and make it ready to apply to more
complex cases simulating industrial designs of structured packings for various flow conditions. Additionally the
influence of initial conditions on the solution and wetting efficiency was studied.

2 Numerical Model

The liquid flow structure was simulated with the use of a 3-dimensional (3D) multiphase Eulerian model. The
flow was considered as unsteady, isothermal and laminar, with water as the liquid phase and air as the
surrounding medium being in rest. Both fluids were treated as Newtonian and incompressible and not
interpenetrating. Therefore the Volume of Fluid (VOF) model was employed to track the interface (i.e. liquid free
surface) between immiscible fluids. The mutual interactions between fluidic phases were neglected. The
properties of fluids, i.e. density, viscosity and surface tension were assumed to be equal to those at ambient
conditions. In particular the water surface tension o and the static contact angle « of the water-stainless steel
system were set to 72.8 mN/m and 70°, respectively.

2.1. Governing Equations

The VOF formulation is based on the assumption that the phases are not interpenetrating. For the i" phase an
additional variable called volume fraction y is introduced. It is defined as the ratio of the i phase volume and the
total volume:

%=V, /ivi (1)

where n is a number of phases. Obviously in each cell the volume fractions of all mixture components meet the
following condition:

Yr=1 )
i=1

When VOF model is employed all flow variables and mixture properties (i.e. density p and viscosity x) are
shared by phases and represent volume-averaged values with local y values used as weighting coefficients. Thus,
for instance, the mixture density is given by:

p= Z?’ipi (3)
i1

With the use of the VOF method the tracking of the interface between two phases is carried out by solving the
continuity equation for the volume fraction of one of the phases (Ansys Inc., 2016). For the i phase this equation
takes the following form:

(7P,

%_‘_V(yipiui)zo 4

Momentum equation is formulated for the mixture of phases. Except for the typical terms, it includes additionally
the surface tension and the gravity forces:

o(pV)

p +V(pU~U):—Vp+V|:,u(VU +VUT)}+pg+S (5)

Surface tension, being a result of forces attracting the fluid molecules, is implemented according to the model
proposed by Brackbill et al. (1992). Continuum surface model (CSM), allowing to convert a surface force to a
volumetric one, leads to the following expression for the source term S for the mixture composed of two fluids:

S=o PV (6)
(p+p2)12
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In order to define adequately the boundary condition at the inlet, an expression for the liquid film thickness &was
adopted from the work of Nusselt (1916):

3 / 2 1/3
5:{R9L M} @)
gsing

where @ is the plate's inclination angle and Re__ is the liquid Reynolds number given by the following definition

U, .0
Rel_ — pL mean (8)
He

based on the liquid film thickness and its mean velocity Upean.

2.2. Computational Domain and Boundary Conditions

Computational domain was defined as a cuboid (see Figure 1) of the following dimensions: 60mm (length),
50mm (width) and 10mm (height). The length and width were chosen to fit the dimensions of the experimentally
studied cases (Haroun et al., 2014 and Hoffmann et al., 2006), while the height had to ensure no impact of the top
boundary on the liquid behaviour. Inclination angle was set to @=60° for consistency with literature. The
coordinating system was adjusted to the plate inclination (as shown in Figure 1) with its origin attached to the
centre of the inlet plate's edge. Thus the abscissa is parallel to the surface and the ordinate perpendicular to it.

Figure 1. The view of the computational domain showing the plate's inclination angle ¢ and the flow boundaries
with numbers corresponding to the boundary conditions (see Table 1): inlet (1), outlet (2), side walls (3) and (4),
top boundary (5) and plate (6)

No Boundary Condition Settings
i) near-wall zone, i.e.0<y<§
- liquid volume fraction = 1
1 Velocity Inlet - parabolic yelocny profile
ii) outer zone,ie.y> o
- liquid volume fraction = 0
- velocity =0
2 Pressure Outlet overpressure p =0
3,45 Wall non-slip condition, specified shear stress = 0, static contact angle = 70°
6 Wall slip condition, static contact angle = 70°

Table 1. Boundary conditions set at the boundaries of the computational domain
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In order to simulate the flow behaviour in a realistic way a system of boundary conditions was set at the domain
boundaries which are summarized in Table 1. The velocity inlet boundary condition (liquid volume fraction
distribution and parabolic velocity profile within the liquid film) was set with the use of a User Defined Function
(UDF), a set of subroutines written in C language and linked to the solver. The UDF could be additionally
utilised to initialize the solution with a liquid film covering the entire plate. Its thickness and velocity distribution
were then set identically as at the inlet to the domain to avoid flow disturbance and speed up the convergence.

2.3. Numerical Tools and Settings

Ansys Workbench v.17 commercial simulation package was employed to solve the problem. Ansys
DesignModeller was used to create a geometry, Ansys Mesher for discretization of computational domain and
Ansys Fluent to solve the fluid flow. The VOF multiphase model was used with explicitly formulated volume
fraction. The air was treated as a primary phase and water as a secondary one. Spatial discretization was
performed with second-order upwind scheme for momentum, while the PRESTQ! algorithm was used for
pressure. Relaxation factors were kept at default levels, i.e. 0.7 for momentum, 0.3 for pressure, and 1.0 for
density and body forces. Pressure-velocity coupling was done with the use of the PISO method. For the
reconstruction of air-water interface the "geo-reconstruct” scheme was employed. For the time advancement a
first order implicit scheme was utilised.

3 Simulation Results

Before the model was used for the simulations of surface wettability it had been tested in terms of spatio-
temporal discretization. In order to better control the space discretization the computational domain was divided
into 2 zones separated by the plane parallel to the plate. The position of the demarcation surface (4mm above the
plate) was chosen in a way to ensure that the gas-liquid interface is completely included in a wall-adjacent region.
Various meshing strategies were applied to ensure sufficient spatial resolution in that sensitive zone. Several
meshes were tested with a total number of cells varying between 320 thousand and 1.46 million. Finally the mesh
comprising 1.13 million cells was chosen as ensuring the grid-independent solutions for entire range of Reynolds
numbers foreseen for analysis. Figure 2 presents the view of the final mesh, with the cell size progressively
refined towards the surface, allowing to resolve the flow where the highest gradients of flow quantities (velocity,
volume fraction) were expected. Above the demarcation surface the uniform coarse mesh was applied - see top
part in Figure 2.
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Figure 2. Magnified view of the numerical grid in the wall-adjacent corner of the domain

The time step tests were conducted in the range 10us - 300us. A step of 2545 was found to ensure the best
compromise between accuracy and computational times for all the Reynolds numbers planned for simulations.

141



3.1. Flow structure versus Reynolds Number

In order to identify the morphological structure of liquid flow in detail a series of simulations were performed for
varying Reynolds number, constant inclination angle ¢ = 60° and water with its material properties
corresponding to the ambient conditions.

The 3-dimensional views of the gas-liquid interfaces for Re = 50, 90, 130 are presented in Figure 3. For all the
cases the solution was initialized with "wetted" plate, i.e. the domain was filled in with a water film of relevant
thickness and velocity profile. The interfaces are shadowed to provide the information about their elevations over
the plate's surface. Black colour corresponds to the plate's level, while white one to the highest altitude. The same
scale is applied to all three images shown in Figure 3.

#rivulet

Figure 3. Flow structure evolution with Reynolds number: Re = 50 - droplet-like flow (left), Re = 90 - rivulet
flow (centre), Re = 130 almost film flow (right)

The flow structure for Re = 50 (see Figure 3, left) is characterised by the presence of small rivulets breaking up
into droplets. The liquid film is practically invisible. Such a flow behaviour indicates domination of the surface
tension forces over the liquid inertia resulting in low wettability of the surface. When the Reynolds number
increases to Re = 90 inertial effects become stronger, thus a portion of plate's surface is covered by the liquid film
(see Figure 3, centre) with perfect wettability. At certain distance downstream the inlet edge the capillary
pressure leads to formation of a stationary front resulting in liquid accumulation in elevated rims. Then liquid is
redirected towards the plate's centre where two streams meet together creating a hump (with a whitish top). As a
consequence local velocity rises giving finally birth to a rivulet. Further increase in the Reynolds humber moves
downstream the rivulet formation. Consequently portion of the plate covered with the liquid film enlarges and
improves surface wettability. For Re = 130 (see Figure 3, right) inertial forces are strong enough to move the
hump to the outlet edge further increasing the wetted surface. The presented morphological flow structure
evolution with the Reynolds number is fully consistent with the observations of Xu et al. (2014) and Haroun et al.
(2014).
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Figure 4. Dependence of the wetting efficiency on the Reynolds number; comparison of the present CFD results
with the reference numerical and experimental data of Xu et al. (2014) and Haroun et al. (2014)

The qualitative results of Figure 3 are summarized quantitatively in Figure 4 as a dependence of the wetting
efficiency on the Reynolds number. As a reference the already mentioned results of Xu et al. (2014)
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(experimental data represented by the asterisks and numerical ones by the empty circles) and Haroun et al. (2014)
(CFD data - dashed line) are included in Figure 4. The simulation results obtained in the present work (solid
circles) are in a very good agreement with the reference CFD data of Xu et al. (2014). In both cases wetting
efficiency increases in a slightly nonlinear way with Re reaching 100% for Re ~ 150. Although the experimental
results are characterised by noticeable uncertainty (see scatter of points), they in principle indicate linear
dependence on Re and deviate from the present results and the CFD data (Xu et al., 2014) which is especially
evident in high Re regime. As a consequence critical Reynolds number value, i.e. corresponding to the transition
from partially to completely wetted surface, reaches Re ~ 200. In contrast good correspondence is found between
the experiment of Xu et al. (2014) and the CFD predictions of Haroun et al. (2014). The discrepancies between
various CFD data collected in Figure 4 seem to be too large and they require reasonable explanation.

3.2. Impact of the Initial Conditions on the Surface Wettability

The results of the simulations presented in the previous section were obtained for the flow initialized with
"wetted" plate, i.e. with the liquid film covering entirely the surface with relevant thickness (see equation 7) and
parabolic velocity profile. Similarly Xu et al. (2014) applied "wet plate” initial condition. Although the final
solution should be independent of its initialization, it was decided to check whether it may influence the surface
wettability. So a series of simulations were conducted for the "dry" plate, i.e. with air filling completely the
computational domain.

Temporal evolution of the liquid volume fraction at the plate's surface for both cases and Re = 50 is shown in
Figure 5 for the selected time instants. Black colour is used here to indicate the liquid phase while white one
corresponds to the gas phase. One may easily notice that starting from completely different liquid distributions
both flow cases evolve finally to the same morphological structure characterised by a system of short rivulets
breaking up into droplets (see Figure 5e). Although the "wetted" plate initialization promotes the formation of a
single rivulet (see Figure 5b, bottom), the surface tension forces are strong enough (when compared to inertia) to
reduce the rivulet (see Figure 5c, bottom) and to produce a system of droplets originating from different
transverse locations of the inlet edge (see Figure 5d, bottom). As a result the wetted portion of the plate is
progressively reduced.

a) t=0s b) t=0.15s d) t=0.45s e) t=0.6s

4
-

P

A—

Figure 5. Temporal evolution of liquid flow structure for Re = 50 and different solution initializations: the top
sequence corresponds to the flow initialized with a "dry" plate, while the bottom one to the flow initialized with a
liquid film ("wetted" plate)

Similar consistency between "dry" and "wetted" plate initialization can be observed for Re=100. The
corresponding time histories are presented in Figure 6. For both cases a quasi-steady state was established with a
rivulet formed in the plate's centre. Thus the final flow structure as well as the surface wettability turned out to be
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independent of the initial condition applied. This rule turned out to be true for the limited Reynolds number range
only. When it exceeded 100 the portion of wetted surface for "dry" initialisation started to decrease when
compared to originally "wet" plate. This behaviour was consequently continued for the other Reynolds number
values.

a) t=0s b) t=0.15s c) t=0.3s d) t=0.45s e) t=0.6s

Figure 6. Temporal evolution of liquid flow structure for Re = 100 and different solution initializations: the
top sequence corresponds to the flow initialized with a "dry" plate, while the bottom one to the flow initialized
with a liquid film ("wetted" plate)

The effect of initial condition on the wetting efficiency is shown in Figure 7. However, it is presented here as a
function of Weber number, i.e. a group number commonly used to analyse the flow phenomena influenced by
surface tension. It is defined as:

2
We — pLU mean5 (9)
o
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Figure 7. Hysteresis of the surface wettability resulting from different initial conditions
As can be seen from Figure 7 the "gap" between 2 differently initialized solutions exists in a quite wide range, i.e.

0.45 < We < 1.3 and it reaches its maximum extent (equal to 25%) at We = 0.8. In order to achieve full
wettability for originally dry plate the Weber number had to be increased to 1.3. Such a duality in the evolution
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of a flow structure seems to explain the discrepancies identified between various CFD simulations presented in
section 3.1 (see Figure 4). Although it is not explicitly stated in their paper Haroun et al. (2014) applied "dry"
plate initialization, so their results indicate reduced wettability when compared to the present results and the data
of Xu et al. (2014).

receding
_ contact
... angle

N c\oc'\\\-'

advancing *.
contact
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Figure 8. Illlustration of the advancing and the receding contact angles for the droplet moving at the inclined flat
surface

The hysteresis of the surface wettability could be explained with the variation of the contact angle during the
motion of the liquid front. As commonly known the dynamic contact angle of the liquid free surface changes
around its static value during the motion of a droplet (Eral et al., 2013). Front of the droplet due to capillary
forces is characterised by advancing contact angle while the rear part by the receding one (see Figure 8). The
local value of the contact angle depends on many factors and may vary quite significantly. For water the
difference between receding and advancing contact angles may even exceed 20 degrees (Eral et al., 2013,
Malgarinos et al., 2014).

Figure 9. Sample views of the droplet-like flow structure showing the increase of the contact angle in the front of
the droplets and rivulet and its decrease at the droplets' rears

Figure 9 presents the sample views of the flow structure for the Reynolds number Re = 50 (We = 0.13), i.e. for
the droplet flow. One can easily notice the observable differences between the contact angles corresponding to
the fronts and the rears of the droplets. Magnified views of the free surfaces allowed to estimate the range of the
contact angle to Aa =a,qy - e & 15°. The variation of the contact angle has no consequence on the wetting
efficiency for We < 0.5 (see Figure 7) with the morphological flow structure dominated by droplets. Regardless
the initial conditions (wet or dry plate) the flow has to evolve from the liquid film through the system of rivulets
to the cloud of droplets. When the flow structure is finally established and becomes quasi-stationary then the flow
"forgets" about its origin and the droplets flow down wetting and dewetting the surface. Reduced wetting at the
front of the droplet is compensated by the increased wetting in its rear part. The situation changes for the We >
0.5 when droplets disappear and the flow becomes stationary with a part of a surface covered with a film (see
Figure 3, centre and Figure 3, right). Depending on the flow initialisation the position of the liquid rims are
slightly different. For the initially dry surface they are shifted up due to higher contact angle values as the liquid
front is moving down during surface wetting. Inversely, for the wetted surface, the liquid front is travelling up,
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thus the surface is dewetted with lower contact angles. Such a mechanism explains the hysteresis of the wetting
efficiency observed for the rivulet-like flow structure.

4 Summary

Three-dimensional simulations of the liquid flow structure and the surface wettability on a flat inclined plate were
carried out for varying Reynolds/Weber number and the initial flow conditions. An Eulerian multiphase one-fluid
approach was employed to develop a CFD model in Ansys Fluent environment. Gas-liquid interface was
reconstructed with the use of a Volume of Fluid technique. The results were found to be in a good qualitative and
quantitative agreement with the available experimental and numerical reference data. It was also shown that the
change of the initial condition from the "dry" to the "wetted" plate leads to the increased wettability in the higher
Reynolds/Weber number range, in particular for the flow structure dominated by the rivulets. It results in
noticeable change of a critical Re/We value determining the upper limit of partial surface wetting. The variation
of the dynamic contact angle of the liquid front between the receding and the advancing levels has been found to
be responsible for such a wetting efficiency hysteresis.

Full consistency of the results with the reference numerical and experimental data proved the model relevance
and its appropriateness for studies of surface wettability. The model is planned to be used in future work to
analyse the flow structure and the wetting efficiency for complex geometries of the commercially available
structured packings.
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Modelling of Spark Ignition in Turbulent Reacting Droplet-laden
Temporally Evolving Jet using LES

J. Stempka, L. Kuban, A. Tyliszczak

The turbulent jet flames in fuel sprays are of a great importance and are used in many practical applications,
e.g., aircraft and automotive direct fuel injection systems. In this work we analyse the process of spark ignition in
two-phase temporally evolving jet which carries the fuel spray. We focus on a dependence of the ignition on local
flow structures, spark parameters and fuel droplets size. The fuel (n-Heptane) spray evaporates and mixes with the
co-flowing oxidizer (air) creating a flammable mixture. The spark is modelled as a source term added to the energy
equation. The goal of the research is to investigate the forced ignition and subsequent flame propagation/extinction
in the low Mach number turbulent flow. The computations are carried out using Implicit Large Eddy Simulation
(ILES) method by the high-order in-house LES solver. Liquid droplets are modelled in Lagrangian reference frame
as point sources of mass, momentum and energy. The results show that combined effect of local fuel concentration,
strain rate and scalar dissipation rate plays a main role in ignition. On the other hand, high rates of strain at the
spark position cause substantial flame stretching leading to its extinction.

1 Introduction

Recent experimental and numerical research of reacting two-phase flows that comprise dispersed fuel spray and
gaseous carrier medium have led to the new developments in combustion science. Advances help to improve
overall efficiency of practical devices (e.g., gas turbines, jet engines and automotive internal combustion engines)
and promote reduction of pollutant combustion products (fuel-lean operation, reheat systems). With the advent of
expansion of the computational resources more advanced and realistic numerical simulations are now reachable.
From that reason the numerical results of spray combustion appear more frequently in last years. Such analyses are
desirable since such processes are highly complicated and not yet fully understood. Because of a large complexity
of turbulent spray combustion, experimental research in this field is mostly limited to the fundamental studies.
Some new and more detailed analyses has appeared recently (Mastorakos (2016); O’Loughlin and Masri (2011)).
Such experiments often require very sophisticated measuring apparatus and therefore, the numerical simulations
facilitate further research. Predominantly two numerical approaches are used to study such phenomena, i.e, di-
rect numerical simulations (DNS) (Neophytou et al. (2010)) and large eddy simulations (LES) (Jones and Prasad
(2010); Kuban et al. (2017); Stempka (2018)). The DNS provides detailed insight into the turbulent, reacting two-
phase flows but, due to high computational cost, it is limited mainly to low Reynolds number flows and simplified
domains. Thus, the LES boosts further advancements in spray combustion research since the computing demands
are much lower which allows broadening the range of modelled physical phenomena. In the current work the
numerical study of the forced ignition in the temporally evolving jet carrying fuel spray is undertaken. A relative
motion, between the jet carrying fuel spray and external air co-flow, is imposed by a hyperbolic tangent velocity
profile. The simplified configuration reduces the computational effort and allows to investigate the flow-flame
interactions typical for real cases. The goal of the current work is threefold, for different initial flow fields: (i)

to asses an effect of droplets spray on the flow and flame structure, (ii) to explore the relevance of spark position
on ignition and (iii) to recognize causes of the flame extinction. An in-house numerical LES solver (Tyliszczak
(2016)) is used to carry out the computations. It is based on high-order compact differences spatial discretisation
and predictor-corrector time integration schemes. The continuous flow field is defined in Eulerian manner while
the discrete phase is tracked in the Lagrangian framework. In spite of the fact that various strategies for capturing
sub-grid turbulence-combustion interactions can be employed along with the sophisticated solving techniques such
as: Lagrangian Particles, transported PDFs with Monte Carlo solving method, a simpler approach, namely Implicit
LES (ILES) (Duwig et al. (2011)) is used for modelling the reaction kinetics. A global one-step mechanism is
applied with the reaction rates calculated based on filtered values. The ILES was proven (Duwig et al. (2011)) to
provide reliable solutions as far as adequate spatial resolution is achieved. The chemical reaction is initiated by
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additional source term in the enthalpy equation, imitating the electrical spark (energy deposition model of Lacaze
et al. (2009)).

2 Mathematical Model

The Favre-filtered continuity and Navier-Stokes equations in the framework of LES for two-phase low Mach
number flows are given as:

dp  Opu; =
87,; + 8/;] = Smass, (1)
J
aﬁﬂl 8ﬁ’ujl7i] op 05'1‘]‘ aTiSng K
—_ = - —_— m.i - 2
ot | oa, oz "oz T Bz O™ @

The terms appearing in Eq. (2) represent the viscous stress tgpsord the sub-grid stress tens@fs. The latter
is related to the strain rate tens$y; by Tfjgs = 1sgsSij, Where the sub-grid viscositysgs is calculated using the

Vreman model (Vreman (2004)). The species mass fractions dnd the enthalpy/() transport equations are
given by:
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The ILES (Duwig et al. (2011)) technique is used for computing the reacti®sw (¢, ), the energy deposition
model (Lacaze et al. (2009)) is applied for modelling the spark source @ermnd sub-grid scalar fluxes are
calculated with the use of Schmidt and Schumann (1989) model. The sygpodfers to the turbulent Schmidt
number. Species are calculated assuming Lewis number equal to unity.

2.1 Source Terms

The dispersed phase is coupled with the flow field through the source terms appearing in Egs. (1) to (4). They
represent averaged sums of the contributions from all particles at each computational cgHil.A3 Z;V:"l Sp
where theA andp refer to the spatial filter width anghth droplet, respectively. The expressions for the source

terms are formulated as: J

Smassp = Sa,p = —amd,pv (5)
o d
Sm,p = _a (md’l}d)p ) (6)
- T — Td dmd
— e 7
Sh.p (Cfmd T t hf)p ; (7)

TT _ pr?l PrLe Bt 67f (8)
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wheremg, vq and7y are the droplet mass, velocity and temperature respectiyelyndc; ., are the fuel and fuel's
vapour heat capacities; is the relaxation timel,; andy.; are the fuel specific enthalpy of vaporization and fuel
dynamic viscosity, Pr and Sh are Prandtl and Sherwood numbersraauaE,, represent Spalding heat and mass
transfer numbers.

2.1.1 Dispersed Phase

Motion of the dispersed phase is described in Lagrangian reference frame as:

dl‘d

E =4, (9)
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where is the gas phase velocity at the droplet’s position, the particle relaxatiorrfinssexpressed as
1 3 u—
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in which the symbol § denotes the drag coefficient andis the droplet radius.

2.1.2 Evaporation Model

The droplets act as point-sources of evaporating species. Following the formulation of infinite conductivity evapo-
ration model proposed by Miller et al. (1998) the droplet temperature and mass rates of change during evaporation
are computed from:

T, 1N T-T, j
Ay INU e\ T=Ta  (hs) 1ha (12)
dt 3 Pr Cy 7'5 cf ) Mmq
dmd 1 Sh mq
== (X%)H 13
dt 33c<75) Mo (13)
D2
7o = PIZd (14)
18y

wherec, , is the fuel vapour-gas mixture; is a particle relaxation time anfl,; is the drop’s diameter. The di-
mensionless numbers (Prandtl, Schmidt, Nusselt and Sherwood) are computed asRy, /ky, SC= 114/p4L g,

the Nu and Sh are computed using correlations for non-stationary droplets. \fberid accounts for the mass
transfer potential, i.e., in the current work th®? law” model (Spalding (1953)) is used and it is defined as

Hv = in (14 Bn). The termvihg = dmgy/dt is the droplet mass rate of change. Physical quantities denoted by
the subscripy are calculated adopting the "1/3 rule” of mixing. Such quantities are calculated at the reference
temperature and mass fraction. This procedure makes them dependent on spatial and thermal variations of flow
variables for the physical consistency.

2.1.3 Spark

The spark is modelled using the energy deposition (ED) model of Lacaze et al. (2009). The local amount of heat
transferred into the flow during deposition is denotedgasThe contribution of the spark is accounted in the
enthalpy equation as an additional source term. Energy deposition model follows the Gaussian distribution in time
and space and is defined as

3() s (50)
Q:#exp 2\os exp 2\ oy , (15)

42030,

wherer is the radial distance to the center of the sparkenotes time and, is the instant of time when the

power density function reaches a maximum. The model is controlled by three parameters: the transmitted energy
€,0s = Ag/aando, = A;/a whereA; andA, are characteristic size and time duration of the spark, respectively.
The coefficienta = 4,/In (10) is chosen so that 98 of the deposited energy finds in the domaif - A,. The
parameters describing the spark are given in Tab. 1.

Table 1: Spark parameters

A A Jwo e Ay
3mm | 0.5ms | 1.5ms | 5mJ | 0.65

The size and duration of the spark were taken based on an experimental work of Ahmed and Mastorakos (2006)
devoted to analysis of an ignition probability map of methane jets. In the ED model of the spark the selected
values guarantee relatively steep rise of the temperature up to the level 3500 K approximately. The time when the
spark reaches the maximum intensity)(corresponds to the time instance after the initial transient phase when
the vortical structures start to be seen (see Fig. 7) and when small droplets start to concentrate in the vortex cores.
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2.1.4 Reaction Terms

The main difference between LES and Implicit LES (ILES) relies on treatment of the reaction source terms. In
ILES the sub-filter scales resulting from the filtration of the convective terms are modelled by eddy viscosity model,
but the chemical sourdermsw (¢, ) are modellecdissumingv(¢,,) ~ w(qsg) (Duwig et al. (2011)). In the current
analysis reaction rates are obtained from the Arrhenius formula using one-step global chemistry according to the
following reaction

C-Hqg + 11(02 + 376N2) =T7C05 4+ 8H50 + 41N, , (16)

for which the reaction rate is tuned to give a reasonable prediction of the strain rate extinction (Fernandez-Tarrazo
et al. (2006)). It was chosen to reasonably minimize the computational expense. However, this approach is known
from over-predicting the flame speed for rich mixtures, yet it still can reproduce correct trends in the analysis of
turbulence impact on the ignition and flame propagation without resolving the flame speed at all equivalence ratio
range in details (Chakraborty and Mastorakos (2007)). The ILES assumptions would certainly fail in the Reynolds
Averaged Navier-Stokes (RANS) framework as the fluctuations in RANS models are large. On the other hand, the
ILES is valid for laminar flow simulation and in DNS where all turbulent flow scales are resolved. Hence, one may
assume that for sufficiently dense computational meshes, when the grid cells are comparable with the Kolmogorov
length scale, the ILES approach is appropriate. This is verified in preliminary computations.

3 Numerical Approach

Computations were carried out using an in-house academic LES solver for low-Mach numbers flows (SAILOR,
Tyliszczak (2016)) which is based on high-order compact difference method combined with the projection method
for pressure-velocity coupling on half-staggered meshes ¥hat@er Total Variation Diminishing (TVD) scheme.

Even though the low order TVD schemes are known from dumping the small-scales in the current work the scheme
is used only for species convective terms discretisation to assure boundedness of the species fluxes and gave
satisfactory results in the previous works (Wawrzak and Tyliszczak (2016)). Time integration is performed with
the use of predictor-corrector approach as a combination of Adams-Bashforth and Adams-Moulton methods. For
resolving the dispersed phase motichdrder integration scheme is applied. The two-way velocity coupling is
realized using % order accurate method for the momentum source terms approximatiod alegjree Lagrangian
polynomials for the interpolation of the flow field velocity at the droplets positions. The simulations were carried
out with a varying time-step and Courant-Friedrichs-Lewy condition setto 0.1. The numerical code was thoroughly
tested in the previous studies (Kuban et al. (2017); Wawrzak and Tyliszczak (2016)).

4 Configuration

The configuration used in the current study is schemtically showed in Fig. 1. The computational domain has
following dimensions:Lxz = 0.025 m, Ly = 0.04 m andLz = 0.01 m. The periodic boundary conditions are
applied in X and Z directions while the upper and lower walls are assumed adiabatic. Initially the flow, similarly
as the droplets had temperatures equabd K. The flow of the oxidizer and fuel spray is initiated by imposing
hyperbolic tangent velocity profile similarly as in Hawkes et al. (2007). In effect the temporally evolving plane jet
is constituted in the middle part of the domain. The jet velocity profile is defined as

U d; (2lyl d;
u(y) = —-3 - tanh <8é) <dj — 2;|)> , a7)

where symbolJ denotes the free stream velocity of the co-flow outside theljet: 4.6 mm is the initial width

of the jet and® denotes the momentum thickness. Thalefines the gradient of the velocity profile at the jet
edge what is shown schematically in Fig. 1. Currently the effect of two different valu@sedulting in the ratios
d;/© = 20 and 50 is studied among other parameters.
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Figure 1: (a) Scheme showing the effect on the velocity profile resulting from using two different val@es of
(b) Computational domain at the initial state, showed are: contours of streamwise velocity and white dots indicating
droplets positions (only right half).

Initially, a homogeneous isotropic turbulence field (HIT) was imposed on the flow field. The HIT is characterized
by the Passot and Pouquet (1987) energy spectrum

u’2 k 4 2( -k 2
E(k) =16+/2/m— <> exp (%) ) (18)
ko \ ko
wherew’ = (vu/v') is the RMS of initial velocity fluctuations ankl, is an adjustable wave number used to

generate turbulent field with a required Taylor microscale< v'v’ > / < d(u'vw’)/0x >. The HIT provides
temporal evolution of the jet and the velocity fluctuations are wiped out anywhere outside the jet region. The initial
fluctuations for both jet Reynolds numbersRetudied (where Rg = Ud;/v) were adjusted such that Re=

Au' /v ~ 7 while the Taylor microscales ave~ 4e —4 and7e — 4 for the flows characterized by Re= 1000 and

5000, respectively. In both cases the turbulence intensities are equaktd%i The computational mesh consists

of 120 x 192 x 48 nodes distributed uniformly in each direction. The resulting grid spacings are cloge ton

which is comparable with the Kolmogorov length scales, hg.,= 125 pm and469 pm for Re;; = 5000 and

1000. Hence, it can be assumed that applied mesh of such can fulfil the ILES requirement of well stirred reactor.

The fuel (n-Heptane) spray with droplet sizes following the modified Rosin-Rammler size distribution is imposed
into the middle part of the domain. Initially, the spray is distributed as a rectangular slab placed within the planar jet
region and during the time it spreads due to the momentum coupling. The two distinct distributions of the droplets
characterised by different Sauter mean diameters are taken into account. These are eqlial toZ{) um with
diameters within 10-3Qum range and (ii)ds2 = 50 um with diameters spreading from 20-80n. The initial

mass loading is chosen in order to obtain a global equivalence ratio eghiat tb.5 in each case. These resulted

in liquid fuel mass loading equal ta; = 5.47 g with two different initial number of droplets, i.e.,dN= 993372

and 132919. Additional small portion of gaseous fuel of mass fraction equal te 0.01 is present within the

jet region. The inter-droplet forces due to collisions are not taken into account because for the current study the
ratio of the liquid fuel volume to that of the gaseous medium is of otde?, which is close to the threshold value
below which the droplets collisions do not strongly affect the flow (Elghobashi (1994)).

5 Results

Table 2 summarizes all investigated parameters. Each setup differs by at lest one parameter, e.g. jet Reynolds
number Rg,, Sauter mean diametdg, (.m) or momentum thicknes®. Figure 2 highlights the locations of

sparks events. These are labelled as (e.g. S1, S2, ..., S6) used thereafter to denote different cases. For example
symbol CS4 denotes initial flow field characterised by, Re- 5000 with the spray for whichdz, = 50 pum,
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Figure 2: Picture showing spark positions with its numbering.

parameterd; /© = 20 and spark located at point S4 (see Fig. 2) with coordinates equat te: 0.015 m,
y = 0.0033 m andz = 0.005 m. Occurrence of the ignition events for most relevant cases described in the
following section are summarised in Table 3.

It can be observed that two global parameters are crucial for the successful ignition, i.e. transversal spark location
and the jet Reynolds number. Comparison of the results obtained for setups A and B is shown in Figure 3 and for

setups C and G in Figure 4. The plots present instantaneous local maximum temperature, fuel mass fraction and
the flame volume which is defined as the volume occupied by the gas which temperature is highet@han

The computations of setups C to D and G to H led to analogical observations.

Apparently, the shear layer thickne$s'© has marginal effect on ignition while slight change in spark location
relative to the jet region along with the change of;Rare the most influential parameters. In both cases (A and

B setups) independently on the momentum thickness, sparking at the locations S3 and S6 lead to unsuccessful
ignition. In opposition to locations S3 and S6 spark events in other locations result in successful ignition, (again)
independently ofl; /©. From above results, it is seen that shifting spark location along the shear layer (x-direction)
has marginal impact on likelihood of the ignition. This can be attributed to the use of temporally evolving jet rather
than spatially evolving one. The turbulence intensity of HIT seems to be too weak to have a substantial impact
on the flow field in different axial sparks locations. On the contrary, moving the spark transversely (y-direction)
results in different ignition scenario. Changing the spark location may result either in ignition or its lack depending
on the mixture composition and velocity gradient along transversal direction.

Table 2: Simulation setups Table 3: Results summary

Case Rg dss d;/© Case S1 S2 S3

A 5000 20 20 A ignition ignition no ignition
B 5000 20 50 B ignition ignition no ignition
C 5000 50 20 C no ignition no ignition no ignition
D 5000 50 50 D no ignition no ignition no ignition
E 1000 20 20 E ignition ignition no ignition
F 1000 20 50 F ignition ignition no ignition
G 1000 50 20 G ignition ignition no ignition
H 1000 50 50 H ignition ignition noignition
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Figure 3: Plots showing instantaneous maximal temperature, fuel mass fraction and flame volume.
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Figure 5: (a) Plot showing the instantaneous absolute values of the xy component of strain rate tensor. (b) Plot
showing the instantaneous values of the local fuel mass fraction.

Figures 3a) and b) show that hot kernel survives only fewor setups A and B, excluding the S3 and S6 locations
for which the flame kernel development is unsuccessful. An indication for that fact can be found in flame volume
plot which shows slight growth during time period from 1.5 ms to 4 ms for which the temperature values reach

maximum and then starts to fall. One can also notice that spark events in positions S3 and S6 led to only slight rise
of maximal temperature comparing to positions S1, S2, S4 and S5. That could be due to the intense cooling effect
of cold gas flowing in the vicinity of the spark. The heat from hot gaseous kernel is convected to the jet stream
so the thermal energy deposited locally is lower than the activation energy preventing the initiation of chemical
reactions. Figure 4 presents comparison of the results obtained for setups with Reynolds numgber$®R®

(Fig. 4a) and Rg =1000 (Fig. 4b) characterized by the same Sauter mean diameter of fuel dréplets{0 pim).
Evidently cases CS1, CS2, CS3 (Fig. 4a), did not succeed in ignition neither in the flame kernel initiation. On the
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Figure 6: Plots showing time variations of scalar dissipation rate conditioned by the maximum tempg@ture
(dots) along with maximum temperature growth (lines).
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stream depicted as spheres, showing flame initiation and propagation in setup GS1. The subfigures are given for
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contrary, the cases that differ only in droplets diameter (setups AS1, AS2) have led to successful ignition. Hence,
the importance of droplet diameter on ignition likelihood emerges. This agrees comparing the resu(tsetdps

A and C) for which the amount of maximum fuel content just before the energy deposition is lower when larger
droplets are considered. Analysis of the isolated effect of Rer the same initiatizo = 50 um (Fig. 4) leads

to the observation that when larger droplets are present - ignition still may occur but only for lower Res
manifests the case that the effect of evaporation rate cannot be itself viewed as the key reason for the lack of
ignition. For higher Rg, three ignitions events are not successful. Steep velocity gradients cause fluid elements
to strain and lead to increase in shear stresses within the shear layer between jet and co-flow thus preventing the
ignition. Indeed, analysis of plots showing the instantaneous local values of strain rate tensor coragpnent
(Fig. 5a) and fuel content(Fig. 5b) before the energy deposition reveals differences in local flow conditions for
cases CS1 and GS1. Monitored at the location S1 for this two setups differ only slightly, this was expected
since the droplet diameters are the same whileshows completely different bahaviur for both ReFor higher

Re;y, the plot reveals highly irregular path while for lower Rés more smooth. Sharp oscillations qf, values

with amplitude of about 2 orders of magnitude preceeding the energy depostion event cause substantial straining
of the hot kernel for higher Rg. These findings are similar to the ones shown by Lacaze et al. (2009) where the
effect of higher streamwise velocity on spark ignition resulted in lower ignition probability. Cases with lower Re
(GS1, GS2) (Fig. 4b) lead to successful flame initiation and further flame propagation as can be seen from the
plots of maximal temperature and flame volume. After the spark energy deposition is terminated, the maximum
temperature falls slightly and reaches steady, near-adiabatic level while the flame volume continues to rise.
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Figure 8: Contours of temporal evolution of temperature and vorticity magnitude for setup: (a) CS1 and (b) GS1.
The subfigures are given for time instances: 0.35, 0.48, 0.79 and 1.5 ms from top to the bottom one, respectively.

Figure 7 shows exemplary process of flame initiation and propagation in setup GS1. Itis drawn along with contours
of fuel mass fraction, vorticity magnitude and fuel spray indicated by the blue dots coloured by the droplets
temperature. It can be seen that flame after its initiation grows in spherical manner until it starts to interact with
upper edge of the slab of droplets. From that moment the thermal expansion of highly heated gas causes deviations
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from spherical shape because the velocity of expanding gas is different towards the co-flow and spray. The spray
also affects the flame kernel by a rapid absorption of the heat because at that side convection is intense due to
higher flow rates of cold gas towards the jet axis. Flame initially can not penetrate the spray rather than that it only
slides on the edge of the droplet slab being fed by weakly evaporating fuel. Flame starts to penetrate the spray
after it is dispersed by large flow structures. On the other hand, the cases GS3 and CS3 result in a rapid decrease
of the maximum temperature shortly after the spark event. Indicating again, that the position S3 is not suitable
for igniting the mixture. This is also manifested by a very intense strain rate and high local fuel load at point S3
(see AS3 in Fig. 5). However, the major cause of a misfire in case of setup GS3 was found to be attributed to
the high local fuel content when the spark is placed within droplets stream. The fuel mass fraction exceeds the
upper flammability limit for n-Heptane during spark deposition. Further analysis of setups CS1 and GS1 for which
the only difference was in Re basis on a comparison of scalar dissipation rat@ecompanying spark energy
deposition. Figure 6 shows scatter plotsiafonditioned with local maximum temperatug€l’,.... It can be seen

that at the beginning of the energy deposition &, ... are more than 2 orders of magnitude lower for GS1 than

for CS1, sincey is proportional to mixture fraction gradient, it indicates that the reactants are well stirred.
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Figure 9: Contours of temporal evolution of axial velocity with imposed spray indicated by spheres of different
size. Droplets are scaled with tte; and coloured by its axial velocity component. Presented setups: (a) CS1,
(b) GS1. The subfigures are given for time instances: 0.07, 1.5 and 2 ms from left to the right one, respectively.

The graphical representation of the vorticity and temperature fields presenting the flame kernel initiation (CS1)
and its development (GS1) are shown in Figure 8. Initially, in both cases the flame kernel has spherical shape
and is growing until reaching the jet shear layer. The kernel is further subjected to the steep velocity gradient that
stretches it intensively. Being stretched by the shear forces the flame starts to propagate along the upper shear
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layer. The cold jet stream of droplets as well as high velocity inside the jet cause substantial heat convection from
the flame kernel so its entrance inside the fuel stream is prevented. The flame slides along the shear layer until the
jet is developed and spray is more dispersed. Further, bigger flow structures start to develop within the jet. These
structures along with the thermal expansion of hot gasses lead to droplet dispersion and allow the flame to penetrate
the spray slab. At that point the differences between CS1 and GS1 are more pronounced. Rapid heat convection
in case of setup CS1 caused by higher flow rate adjacent to the hot gas kernel causes the kernel's temperature to
drop. The flame kernel of GS1 survives because the reaction is self-sustained and heat release is higher than the
heat loses. This allows the flame to continue its growth primarily in the upper side of droplet slab with gradual
penetration through the fuel jet.

By analysing the results from cases CS1 and GS1 shown in Figure 9 one can learn about droplet dispersion caused
by the flow. Pictures of several succeeding time instances present contour plots of axial velocity with imposed
spheres indicating the fuel spray which are scaled byl?heand coloured by its axial velocity values. It can

be seen that in case of higher R€Fig. 9a) the inertia of the droplets is quickly overtaken by the jet stream so

the spray follows the flow as it is indicated by the same colors of droplets and contours. For flow with lower
Rey, (Fig. 9b) at the same time instances, the temporal development of the jet region is weaker resulting in lower
spray slab width than observed for higher;Ret can be also noticed that at this point, the inertia of the droplets

is more pronounced because even for furthest time instance the velocity differences between droplets and flow
are noticeable. Both cases indicate that even at flow times two times greate tttlaind picture) spray is not
dispersed anywhere in the domain but rather trapped by the shear layers on both sides of the jet. The initial width of
the spray slab only slightly increases until later times when larger flow structures breaks the slab and throw droplets
elsewhere (not shown here). This occurs faster in the case with higherlRean be also seen that smaller droplets

with the smaller Stokes numbers mostly migrate towards the jet axis, where the velocity is highest. On the other
hand, the large droplets travel rather near the shear layers.

6 Summary

The paper presents a numerical ILES study of a spark forced ignition in temporally evolving two-phase planar jet
that is subjected to the strong shear forces acting at the shear layer, which along with growing turbulent fluctuations
cause development of the large turbulent structures. The current parametric studies include examination of several
different spark locations, two different initial droplets distributions and selected flow parameters, i.e. momentum
thickness and jet Reynolds numbers. The obtained results allowed to formulate conclusions that are consistent
with the findings from the previous studies on turbulent spray flames:

e marginal effect of streamwise spark locations is observed due to the low initial turbulence intensity and use
of temporally developing jet configuration;

e the opposed is observed for the transversal spark locations; igniting very close to the droplets stream or
within it can lead to the substantial heat absorption by the droplets, preventing formation of the high temper-
ature kernel that would be sufficient to drive chemical reaction and heat release;

e igniting in regions of high strain rate can lead to the flame quenching even if fuel mass fraction does not
exceed the flammability limits;

¢ hot kernel initiated in high Reynolds number flows is subjected to intense stretching, resulting in expansion
of the heated region what causes heat diffusion into the greater volume thus decreasing the peak temperature;

¢ the flame firstly slides along the surface of the droplets stream until the spray is dispersed by the large flow
structures and afterwards penetrates the spray;

e smaller droplets with lower Stokes numbers gather in the vicinity of the jet axis while larger droplets are
shifted near the shear layers what augments the evaporation rates and fuel diffusion outside the spray stream.
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One-Dimensional Turbulence Simulations for Reactive Flows in Open and
Closed Systems

T. Starick, J. A. Medina M., H. Schmidt

The One-Dimensional Turbulence (ODT) model is applied to reactive flows in open and closed systems represented
by a lifted jet flame in a vitiated coflow, and a constant volume autoignition configuration, respectively. ODT is a
one-dimensional model for turbulent flow simulations, which uses a stochastic formulation to represent the effects
of turbulent advection. Diffusion and reaction effects along the ODT domain are considered by deterministic
evolution equations.

This work is an effort to verify the applicability and efficiency of the model for open and closed systems. In the
open system case, ODT results are compared against experimental results of a lifted methane/air jet flame detailed
in the work of Cabra et al. (2005). In the closed system case, a periodic, constant volume domain is used to
investigate the sensitivity of the ignition evolution to initial temperature and composition inhomogeneities of a
lean n-heptane/air mixture. In the latter context, ODT results are compared to DNS results from Luong et al.
(2015). The results for the jet and constant volume configuration show a reasonable match with the experimental
and DNS data, considering the reduced order of the model and the underlying assumptions for each case. At the
jet configuration, a dependence of the flame evolution on the turbulence intensity parameter can be seen. For the
closed system, initial temperature and composition inhomogeneities allow a mitigation of the undesirable rapid
pressure rise due to locally different ignition delay times.

1 Introduction

The topic of low temperature homogeneous premixed combustion has led to the development and optimisation of
Homogeneous Charge Compression Ignition (HCCI) engines. These combine the benefits of spark and compres-
sion ignition engines. They are, however, confronted with the problem of simultaneous reaction of homogeneous

mixture zones entailing a rapid pressure rise, which results in pressure ringing, engine knocking, or even the de-

struction of the engine block. Stratification is, therefore, an aspect that needs to be considered in the design to
avoid a rapid pressure rise (Luong et al., 2015). Computationally, this has been studied by means of the effects of
disturbances or inhomogeneities in reactive mixtures and temperature distributions by Yoo et al. (2011) and Luong

et al. (2015).

The topic of flame extinction and flame stabilisation has also central importance, and it has been traditionally
addressed experimentally and theoretically by the study of simplified jet flames. Lifted jet flames are a special
category of jet flames, where the stabilised flame is lifted from the burner by increasing the fuel or air coflow
velocity (Lyons, 2007). These flames may allow, e.g., the minimisation of the damage provoked by the flame to
the burner construction materials. Past studies of Cabra et al. (2005) have confirmed autoignition as a mechanism
for flame stabilisation in lifted flames.

There are clear limitations for fully accurate computational investigations of these phenomena. The most reliable
approaches, Direct Numerical Simulations (DNS), are prohibitively expensive, since they require the complete
resolution of all scales of interactions between turbulence and chemistry (Yoo et al., 2011; Yu and Bai, 2013; Luong
etal., 2015). In contrast, 1-D models are still attractive for research due to the broad physical insight that they might
offer at the expense of their relatively cheap computational cost. In an effort to resolve all relevant scales, yet still
be able to achieve realistic Reynolds number flows in numerical simulations, Alan Kerstein formulated the One-
Dimensional Turbulence (ODT) model (Kerstein, 1999). ODT is an efficient alternative in comparison to DNS,

and an alternative in comparison to Reynolds-Averaged Navier-Stokes (RANS) and Large-Eddy Simulation (LES)
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approaches, as demonstrated by several investigations done so far by Kerstein et al. (2001); Ashurst and Kerstein
(2005); Lignell et al. (2013); Jozefik et al. (2015); Fragner and Schmidt (2017) and Medina M. et al. (2018).

In this study, a broad, yet brief overview of the ODT modelling framework for open and closed combustion systems
is presented. Lignell et al. (2013) presented a comprehensive overview of all possible applications of ODT. The
latter study, however, missed the topic of constant volume modelling completely. Initially homogeneous, yet
disturbed, temperature and composition fields are evaluated with a recent ODT formulation in a constant volume,
periodic configuration (Medina M. et al., 2018). Results for a lifted jet flame in a vitiated coflow, following a more
traditional ODT formulation are shown as well (Echekki et al., 2001; Lignell et al., 2013).

2 ODT Model Formulation
2.1 Turbulent Advection and Eddy Event Implementation in ODT

The characteristic signature from ODT is the triplet map transformation (Kerstein, 1999). The implementation of

a triplet map (eddy event) is a representation of the turbulent advection effects in an incompressible flow. This is a
mere kinematic representation of the flow, and thus the analysis of the effects of a triplet map should be discussed
within the framework of the momentum equation in an incompressible regime (divergence-free velocity field given
by u;, for j = 1,2, 3). Starting from the momentum equation, it is possible to decompose the advection term into
linear and non-linear contributions. The pressure can also be considered as a scalar field resulting from the sum of
linear and non-linear contributions. Considering only linear effects, the momentum equation for incompressible
flows in ODT, assuming the 1-D line direction gsresults in,

Buj - 82’U,j

at ~ ay?
A source terml” has been added to the original ODT momentum equation as described in Kerstein et al. (2001).
This symbolises the linear effects of mean advection or a mean forcing pressure gradient. This convention was
chosen to represent the source term treatment in ODT (Lignell et al., 2013; Fragner and Schmidt, 2017). In Eq. (1),
t is the time,v = p/p is the kinematic viscosityy(is the dynamic viscosity andthe density) andz; represent
changes induced by the triplet map and pressure scrambling operations in ODT detailed in the work of Kerstein
et al. (2001).

+E;+ 1. 1)

In general, the triplet map implementation causes a change in a scalar profile along the line direction, according to
the transformation rule,

Y(y) — Y[f(y)]- @)

Here,1) is any scalar quantity defined in the ODT line at a positjand subsequently mapped to a positfdn)

by the transformation rule (Kerstein, 1999). The transformation rule is measure preserving, which for constant
density and a scalar velocity component implies conservatigdtly, [ u'dy, [ u2dy; i.e., the transformation
implies conservation of mass (length), momentum and energy along the line. Treating the velocity as a vector
requires the use of a Kernel function, which redistributes the available kinetic energy among velocity components
(Kerstein et al., 2001). Since it is clear that for this work, the previous conception of ODT with constant density
is rather limited, the expansion for the variable density formulation, introduced by Ashurst and Kerstein (2005), is
used for the mapping of the velocity field, namely

ui(y) — u;[f(y)] + 0K (y) + ¢;J (y). 3)

Here, K (y) and J(y) are kernel functions, as described in Ashurst and Kerstein (2005), whiladc; are the
respective kernel coefficients for each velocity component. The reader should note that, although the introduction
of two kernels for the velocity mapping in Eq. (3) allows redistribution of available kinetic energy in a variable
density line, the fundamental conception of the map as a measure preserving transformation is more readily appli-
cable for solenoidal flows (Lignell et al., 2013) (and in fact, it is formulated by Ashurst and Kerstein (2005) for
flows with negligible compressibility effects). It is therefore convenient to introduce a splitting of the velocity field
into its solenoidal and irrotational components. The solenoidal component (rotational part) is readily handled by
the eddy event conception in ODT, while the irrotational compomngnt; can be decomposed into a deformation
componentup ; eformationy@nd a linear advection componen ;. (et advectiony@S described in Medina M. et al.
(2018).

Utot,j = UA,j (net advectionyT UD,; (deformation) 4)
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The net advection of;; in Eq. (4) refers to the sum of mean and turbulent advection. This is the starting point
for the formulation of the set of governing equations in the applicable ODT madeis governed by a quasi-
incompressible momentum evolution, whilg, ; arises exclusively from the variable-density (compression and
expansion) effects along the linef » = up andup 1 = up 3 = 0) (Medina M. et al., 2018).

In ODT, eddy events are sampled from a joint Probability Density Function (HE{E)yo,t) of eddy sized

and positiongy, at a given timet (Kerstein, 1999). The reconstruction of the PDF at every instant of time is
prohibitively expensive, since it requires evaluating all possible potential eddies with anyatizgay position

yo- A discrete approximation of the PDF is used instead, constructed by a combination of the rejection method
and the thinning method (Kerstein, 1999). The sampling conforms then with a defined, statistical Poisson process.
Generally speaking, an acceptance probability of the €id¥; yo, ¢) is obtained by the expression,

)‘(17 Yo, t)
F()g(vo)

Eq. (5) is able to correctly approximate the eddy sampling ffdfh o, t), as long as the sampling time interval
At sampiing 1S sufficiently small Dégqmpring << 1). A(l,y0,t) is an eddy rate in ODT, whilg () andg(y,) are
assumed PDFs for the eddy size and position, as in Lignell et al. (2018)y,,t) can be modelled based on a
dimensional analysis relating energetic contributions to the inverse of an eddy turnovet eisa Jozefik et al.
(2015) and Medina M. et al. (2018),

Atsarrmlz"ng - Pa(la Yo, t) (5)

C  C[2K 12
)‘(lvyOat) = ﬂ = ﬁ TOO (Ekzn - ZEvp + Epe) . (6)
Eqg. (6) models the eddy turnover time in ODT in terms of the available (kinetic) egygy an energetic viscous
penaltyE,,, and a potential energy terfi,.. The latter is added in order to influence the eddy selection due to
the variable density line (Jozefik et al., 2015; Medina M. et al., 20€8and Z are model parameters, which are
normally calibrated for a specific flow configuration. The teffig= l*3(fyyo°+l K?2dy) andpy = f;}““ pK?2dy,
are used with the definitions of the different energies,

1 ;U'Eddy
2 peddyl

Here,Q1, Q2 and(@s are the available energies per velocity component, as in Ashurst and Kerstein (2005).
andp.qq, are line averages of the dynamic viscosity and density (averages over the eddy length).

Yo+l ou
Ekin - ZEUp + Epe = [KO (Ql + Q2 + Q3)] -7 KO/ 7DK (p - Peddy) dy .
Y

After an eddy is implemented, a deterministic catch up takes place up to the physical time at which the eddy
was deemed to be implemented. This is the instant of tirmewhich the eddy was accepted according to the
sampling based oR, (I, yo,t). The deterministic catch up mechanism consists of a time-advancement of the 1-D
diffusion/reaction evolution equations in ODT, starting at the instant of time corresponding to the last eddy imple-
mentation, up to the time Therefore, time advances constantly due to the incren®nts,.,iiny. The numerical
solution as a whole advances effectively with every performed catch up. The deterministic 1-D diffusion/reaction
evolution equations in ODT are detailed in the next section.

2.2 ODT Diffusion/Reaction Evolution for Closed Systems (Constant Volume Configuration)

This section gives an overview of the diffusion/reaction evolution equations for closed systems used in ODT. For a
detailed description of the numerical advancement for the ODT diffusion/reaction evolution equations, the reader
is referred to Appendix.

The diffusion/reaction evolution equations in ODT can be derived from the application of the Reynolds Transport
Theorem (RTT) to the intensive quantitieg 6f mass, momentum and energy. For reference, the Lagrangian
formulation of the equations, using a zero Mach number limit approximation, is obtained and explained in Lignell
et al. (2013). Here, the equations obtained from Lignell et al. (2013) are only mentioned and written in an equiva-
lent differential form. Momentum conservation in the ODT line, considering that the cell interfaces move with the
mass average velocity (rgroperty fluxes across the cells), implies, for the quasi-incompressible treatment of the

velocity u,
duj o g an
pdt_8y</l8y>’ ®
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Here,d/dt symbolises the Lagrangian time derivative. Similarly, diffusion and reaction evolution of species mass
fractionsYy, (k € {1,2,...N}), is given by,

9)

T Oy

dYY}C o 0 D % pDkYk67M +
" oy M oy ke

In Eq. (9), Dy is the kth species mixture-averaged diffusion coefficieht, is the mean molecular weight of
the mixture anduy is the kth species reaction rate. The Hirschfelder and Curtis’ approximation for the species
diffusion velocities is considered here, il§, = —Dy, (Y, '0Y;,/dy + M~*0M/dy).

The evolution equation for the enthalpy of the mixtéres,

N

> (hpViYr)

k=1

(10)

Pa T ar Tay\Nay) oy

dh _ap a(w) a[
A
dy

In Eq. (10),P is the leading order thermodynamic pressurés the thermal conductivityl” is the temperature of
the mixture andhy, is thekth species specific enthalpy.

As in Medina M. et al. (2018), the divergence condition for the deformation velocity allows the calculation of
the temporal rate of change of the thermodynamic pressure (applying an integration over the ODT line). It also
allows the calculation of the dilatation of the cells, which is required to enforce mass conservation, once the new
thermochemical state is known (local divergence of each cell).

8UD 1 dP

A 2 11
dy ~vP dt+ (11)

In Eqg. (11),y is the ratio of specific heats an#l is defined as

1 (o /. or 0 [&
- el ()-8 [

Pep k=1

+kZ: [hk (5(2/ (PViYy) — wk)] } (12)
S [

¢p 1s the specific heat capacity at constant pressure. The equations for species and enthalpy evolution are solved by
means of a Strang-Splitting method (Medina M. et al., 2018). dRAlt term used in Eq. (10) is calculated from

the integration of Eq. (11). The resulting pressure at the end of the advancement is calculated by a closed form of
the ideal gas law,

pP— R ( ;:OL pdy) t=0 (13)

y—oL (T 2ok %) dy
Here, L is the length of the 1-D domain arf@lis the universal gas constant. The quantity in the numerator in Eq.
(13) indicates the initial mass of the line, which remains constant during the simulation. After the pressure update,
the density is calculated by means of the ideal gas law. Momentum is integrated with an implicit Euler method
prior to the pressure and density update, but with the updated temperature derived from the advandeaaht of
Y. Finally, cell sizes are adjusted to enforce mass conservation, based on the use of the definitidy/d¢ in
the local divergence constraint, Eq. (11) (evaluated at the new thermochemical state) (Medina M. et al., 2018).

2.3 ODT Diffusion/Reaction Evolution for Open Systems (Jet Configuration)

The diffusion/reaction equations for the open system configuration are in general the same ones as those derived
for the closed system. For open systems, we hiEvadt = 0 in Eq. (10) and (11). Eq. (13) is also redundant,
since the pressure stays constant.
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The divergence condition is enforced in the open configuration in a slightly different way. It is possible to rewrite
Eqg. (11) as
Oup  1dp

Within the Lagrangian framework of the model, it is possible to approximate numerizgitit. Using a Leapfrog
time approximation and applying the definition of velocity = dy/dt, while considering the midpoint time-
levels as the averages of time-levelandn + 1, mass conservation is obtained as in Lignell et al. (2013),

(pAy)" ™ = (pAy)" . (15)

Eqg. (15) corresponds to the integral conservation of mass within a cell. It dictates the corresponding adjustment of
the cell sizes that conforms with mass conservation in an open system. Unlike Eq. (11) for closed systems, using
Eqg. (15) may result in changes of the overall 1-D domain length.

In this work, a comparison with stationary spatially developing round jet flames is intended. Following Echekki
etal. (2001), the 1-D domain is advected:idirection using an instantaneous butdacity u(¢),

2(t) = z(to) + /t u(t')dt'. (16)

The bulk velocity in Eq. (16) is calculated by the sum of the free-stream (coflow) velogitsind the ratio of the
integrated momentum flux to the integrated nmiaiss,

[2% p(u—use)? dy

) = oo T T dy

(17)

t

Unlike in the closed configuration, the open configuration is solved by means of a first-order explicit Euler ad-
vancement, as in Lignell et al. (2013).

3 Results
3.1 Closed System (Constant Volume Configuration)

Simulations for constant volume autoignition of a lean n-heptane/air mixture were performed with ODT using the
same settings as in the DNS from Luong et al. (2015). The domain extends over 3.2 mm. Periodic boundary
conditions are applied on the ODT line. The initial grid is discretised by a uniform distribution of 1280 cells along

the line. Randomised initial fields for the velocity and scalars were generated based on a Passot-Pouquet spectrum
(Passot and Pouquet, 1987) that conforms with a given mean and RMS fluctuation value, as in Oevermann et al.
(2008) and Medina M. et al. (2018). The same version of the ODT code as in Medina M. et al. (2018) was used
for the simulations and applies an adaptive solver that enables local temporal changes in the resolution, in order to
accurately capture all scales along the ODT line (Lignell et al., 2013).

Table 1 lists the settings for mean initial temperature and equivalence fatamd ¢, and fluctuations of tem-
peraturel”, equivalence rati@’ and velocityu’ for the investigated cases. The most energetic length scales for

Table 1: Parameters of the simulation cases 1-4, considering either tempé&radbureomposition® inhomo-
geneities.

Case To T’ oo ¢ leylre, lg, o Tig?
(K) (K) () () (mm) (m/s) (ms)
1 805 15 0.45 - 1.25 0.83 1.5
2 933 15 0.45 - 1.25 0.83 1.5
3 805 - 0.45 0.05 1.25 0.83 1.5
4 933 - 0.45 0.05 1.25 0.83 1.5
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Figure 1: Temporal evolution of the spatially averaged pressure and heat release rate for case 1 and 2. These
consider temperature inhomogeneitiesI8f= 15 K at initial mean temperatures @ = 805 K (a and c) and
To = 933 K (b and d).

temperaturdr., composition/,. and velocityl. are also presented, as well as the 0-D ignition delay t;'r;‘pe
taken from Luong et al. (2015). The integral length scales are assumed to be equal to the most energetic length
scales for the generation of the initial conditions. The initial pressure in the dom&jn=s40 atm, as in the DNS.

The chemistry for the n-heptane/air combustion is represented by a 58-species reduced kinematic mechanism from
Yoo et al. (2011), as in the DNS. For the calculation of the thermodynamic and transport properties, the C++
interface of the Cantera software package is applied (Goodwin, 2002). During the reaction step of the splitting,
the stiff chemistry is solved by means of CVODE (Hindmarsh and Serban, 2015) (the reaction component of the
enthalpy is advanced simultaneously with an explicit Euler method).

ODT model parameter§ andZ in Eq. (6) are taken a6' = 4 andZ = 0.4. For this specific cas&, represents

the intensity of the turbulence in ODT, whilis a proportionality parameter of order one for the energetic viscous
penalty, as in Kerstein et al. (2001). These values were selected based on a calibration process of the model for
one of the cases studied, and assumed constant for all simulations.

The initial mean temperature valuesif = 805 K and7y = 933 K were deliberately selected. The characteristic
combustion behaviour of n-heptane/air mixtures with an equivalence ratip €f0.45 leads to the same ignition
delay time offfq = 1.5 ms forT, = 805 K andT; = 933 K in the 0-D simulation (Luong et al., 2015).

Figure 1 shows the temporal evolution of the spatial and ensemble averaged ODT results for heat release rate and
pressure. Results are shown for the first-stage ignition (left) and second-stage ignition (right). For comparison,
0-D and DNS data from Luong et al. (2015) are shown as well. The 0-D results served as a validation of the ODT
code, since they were obtained by a homogeneous initialisation of the 1-D fields and by suppressing all possible
eddy events. For a better visualisation, the 0-D values are sometimes shown with a normalisation factor of 0.5.

The distribution of the initial temperature and composition fields has a large influence on the combustion process
and thus on the ignition delay time. This can be seen in Fig. 1, which considers random initialisations (ODT IC in
the plots) and a sample sizewf= 100 for every case detailed in Table 1.

Due to the stochastic nature of the ODT model, an evaluation of the influence of initial conditions and of the
stochastic turbulent transport implementation was performed separately. In this context, an initial condition was
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Figure 2: Temporal evolution of the spatially averaged pressure and heat release rate for case 3 and 4. These
consider composition inhomogeneities®f = 0.05 at initial mean temperatures @ = 805 K (a and c) and
To = 933 K (b and d).

selected, which best suited the DNS data in temporal development of pressure and spatially averaged heat release
rate. Several simulations were then performed and ensemble averaged. Despite the same initial conditions, the
simulation results are still subject to fluctuations due to the stochastic eddy event implementation. This can also
be seenin Fig. 1 (ODT SE in the plots).

In general, ODT is able to reproduce results that match the DNS data at the first and second-stage ignition. 0-D
results from Luong et al. (2015) show that slight modifications in the initial mean temperafliye-0805 K have

a greater influence, in comparisonfp = 933 K, on the ignition delay time. This can be one possible reason for

the wider spread of the dome of heat release rate and the less steep pressure rise of the ensemble averaged ODT
results at case 1 (ODT IC, ODT SE) when comparing with DNS data. The temperature fluctuations cause a delay

in combustion, whereby the pressure rise is mitigated. In case 2, initial temperature fluctuations have less influence
on the combustion process. For the latter case, 0-D, ODT IC, ODT SE and DNS results have similar profiles.

Figure 2 also shows the temporal evolution of the spatially and ensemble averaged ODT results for heat release
rate and pressure during first-stage ignition (left) and second-stage ignition (right). In contrast to Fig. 1, however,
composition inhomogeneities gf = 0.05 are examined. Again, ODT (ODT IC and SE) is able to produce
results that are in very good agreement with the DNS trend. This applies to both the first-stage ignition and the
second-stage ignition. ODT SE slightly overpredicts and ODT IC slightly underpredicts the DNS results at the
moment of combustion in cases 3 and 4. The comparison with the 0-D simulations shows that the composition
fluctuations lead to an earlier combustion for both investigated initial mean temperatures. The rapid pressure rise
is only slightly mitigated by the composition fluctuations.

Overall, results obtained with ODT show a reasonable match with DNS data. The quality of the results is promis-

ing, considering the short simulation times and the reduced dimensionality application of this ODT model for
constant volume combustion.
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3.2 Open System (Jet Configuration)

The open system case is represented by a lifted methane/air jet flame in a vitiated hydrogen/air coflow. For com-
parison purposes, ODT simulations consider an equivalent setup and the same parameters as the experimental
measurements of Cabra et al. (2005). Table 2 lists the initial conditions for the jet and coflow. Rdasethe

bulk Reynolds number based dnthe diametery is the velocity, " is the temperature andl the mole fraction of

each species. For the initial velocity profile at the nozzle exit, a synthetic profile was used which was created by
superposition of a fully developed turbulent channel flow mean profile with a turbulent Passot-Pouquet spectrum
(Passot and Pouquet, 1987). The coflow was initialised with a uniform radial distribution of the velagity-ato

(nozzle exit), where stands for downstream position (Eq. (16)) ahidr the diameter of the jet.

Table 2: Initial conditions for the jet and coflow drgted.

- Jet Coflav
Re 28,000 23,300
d(mm) 4.57 140
u(m/s) 100 5.4
T(K) 320 1350
Xo, 0.15 0.12
XN, 0.52 0.73
Xh,0 0.0029 0.15
Xou(ppm) 0.0 200
Xn,(ppm) 100 100
XcH, 0.33 0.0003

The ODT domain uses homogeneous Neumann boundary conditions and has a lehgthroh, which is a

span close t®0 jet diameters. Although the ODT formulation for open systems using a planar and temporal
framework is not novel, the chosen configuration represents nonetheless a challenge for the model, given the
delicate interactions and balance between the mixing of the hot coflow products and the cold unburned jet, together
with the reaction and autoignition of the jet (Cabra et al., 2005).

For the representation of the methane/air chemistry, a 19-species reduced mechanism from Lu and Law (2008)
is used. This mechanism is derived from a 30-species skeletal mechanism for methane/air based on the detailed
GRIMech 3.0 mechanism (Smith et al., 1999).

Figure 3, on the left side, shows a two-dimensional rendering of the temperature evolution of the jet flame for one
realisation. On the right side, an ensemble averaged temperature evolution of the jet flame is presented with a
sample size oft = 50. Axis y/d corresponds to the one-dimensional domain, while akisis obtained by means

of the temporal-to-spatial translation, Eq.(16). The ODT model parameters were fiked thandZ = 50. The
ensemble averaged temperature evolution on the right side shows the familiar structure of a jet diffusion flame.
This supports the validity of the assumption that the streamwise velocity associated with the chemically active
region can be approximated by a bulk velocity, which is advecting the 1D-domain in downstream direction. The
visually determined liftoff height of /d ~ 38 in Figure 3 is in good agreement with the findings of Cabra et al.
(2005).

In Figure 4, the concentration evolution of the OH-species is presented for a single realisation on the left side and
an ensemble average on the right side. The comparison of the ensemble averaged temperature evolution in Figure
3 and OH-concentration evolution in Figure 4 shows that the highest OH-concentrations occur in the regions with
the highest temperatures.

Figure 5 presents the Favre-averaged centerline profile of temperature amas®fraction for different values of
theC model parameter. The averaging is based®ansemble members for every case simulated with randomised
initial profiles. A detailed previous study of the application of ODT for jet flames has been performed recently by
Abdelsamie et al. (2017). Abdelsamie et al. showed that the model parathbtes a large influence on ignition
prediction and scalar conditional means when comparing ODT results against DNS data.
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Figure 3: Two-dimensional rendering of temperature evolution for a single realisation (left) and ensemble average
(right).
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Figure 5: Comparison of simulated centerline profiles of Favre-averaged temperature (left) and Favre-averaged
O, mass fraction (right) against experimental results (Exp.) of Cabra et al. (2005). For the ODT simulations, the
model parametef’ was varied.

Results shown in Figure 5 confirm the findings of Abdelsamie et al. (2017) fat'tharameter. The initial stage

(up toz/d = 25) characterised by mixing without reaction between jet and coflow is strongly affected iy the
parameter. A highC' parameter encourages the mixing and leads to a fast temperature increase at the centerline.
This tends to accelerate the ignition. However, highiggarameters exaggerate the mixing in igniting zones and
lead to a suppression of the ignition. In contrast, lowguarameters underestimate the mixing. The consequence

of this is an insufficient mixing of the cold jet and hot coflow that results in a later ignition. A modénaaeameter

of C' =5 andZ = 50 gave the best compromise for this study.

4 Conclusions

The application of ODT for simulations of a constant volume configuration and a jet is presented. The constant
volume configuration is aimed at evaluating autoignition of a n-heptane/air mixture with initial temperature and
composition inhomogeneities. The predicted heat release rates and pressure rises for all investigated cases are
found to be in reasonable agreement with the DNS results, considering the reduced order of the model. The model
is able to capture the key combustion characteristics of the examined n-heptane/air autoignition processes.

Despite the required number of ensemble members, which can be calculated in parallel following a Monte Carlo
philosophy, simulation times for one ensemble member were in the order of 24 CPU-hours. These short comput-
ing times, in general, are one of the most attractive aspects of ODT. Although it is not done in detail in this work,
parametric studies for different turbulent Reynolds number regimes and sensitivity analysis for reaction chemistry
can be carried out with ODT, given the advantage of these short computing times. These investigations are cur-
rently not feasible with DNS due to the limitations in computing power (or only possible with great sacrifices

in the reduction of chemical mechanisms). This makes ODT an efficient stand-alone model for constant volume
configurations of reactive flows.

The second application of ODT is a lifted methane/air jet flame in a vitiated coflow. The spatially developing round
jet flame is approximated by a planar temporally evolving jet. This assumption is not completely accurate and can
be investigated in future work with a novel cylindrical ODT formulation from Lignell et al. (2018). Nonetheless,

a good agreement was obtained in terms of centerline temperature evolution. The jet flame results reveal a strong
influence of theC' model parameter. Th€ parameter influences the mixing at the initial stage, which largely
effects the entire combustion behaviour.
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I Appendix
Numerical procedure for the constant volume configuration

In this appendix, we present additional details regarding the numerical advancement of the ODT equations already
presented in Section 2. Both numerical methods used for the open and closed system have been previously ex-
plained in Lignell et al. (2013) and Medina M. et al. (2018). There are, however, some subtleties regarding the
closed system implementation that may interest the reader. The reader is advised that the entire discussion in this
appendix is focused on the numerical advancement of the ODT diffusion/reaction evolution equations presented
in Section 2.2. The handling of the turbulent advection and eddy event implementation in Section 2.1 is out of the
discussion, since the same strategy as in any previous ODT publication is applied.

Lignell et al. (2013) presented a Lagrangian ODT implementation using a Finite Volume Method (FVM) for com-
bustion systems. Although this implementation is very appealing and fully conservative, it encounters theoretical
obstacles for its application to closed systems. Especially, the compromise to displace the discrete volume inter-
faces in order to account for conservation of mass in the Lagrangian framework is challenging. This treatment
conspires directly with the suppositions of a closed system with a fixed and constant volume. As noted in Lignell
et al. (2013), a first order approximation of the continuity equation is,

/A pdV =0 — p;Ay; = Ci. (18)
7]

Here, Q2 is a moving Lagrangian Control Volume (C\)),is the local density and’i is a cell-wise constant. The

volume elements in the 1-D domain are symbolised by the size of the discrete\gellsEq. (18) allows the
dilatation or contraction of the volume elements, and thus, of the overall Lagrangian system, in order to ensure
conservation of mass. This equation conserves the mass of each cell, however, changes the volume of the cells.
Summing up all volume elements results in a net volume change. This is done for open systems. This could also be
applicable in closed systems with fixed volume, where mass and volume can both be conserved if a mean constant
density is achieved. In such case, the calculation of the pressure that would satisfy Eq. (18) would be, in the opinion
of the authors, iterative in its essence. Since the main purpose of ODT as a turbulence model is to facilitate access
to turbulence states which cannot be reached by DNS, we opt to discard an iterative method for the advancement
of the governing equations, and therefore choose a non-conservative formulation for the deterministic catch up of
eddies in ODT. We explain this implementation in terms of Finite Difference (FD) equations, which are, in 1-D,
conveniently equivalent to the discrete FVM representation.

Let us start the discussion defining the total time derivative for intensive quantifiés & Lagrangian system,

dyp/dt = (0v/0t) + wior,;(0v/0x ;). Such a derivative is viewed in an Eulerian framework in terms of the partial
rate of change and the advectiomf As discussed in Section 2.1, we can formally split the velogity ; into

its advective and dilatational part, in analogy to a Helmholtz decomposition. Neglecting the mean advection of the
system, and considering turbulent advection only by the instantaneous eddy events in ODT, it is clear that the only
effects that need to be incorporated in the total time derivative, besides the local Eulerian rate of chareye of

the dilatation effects by.p ; = up. Due to our 1-D treatment, these dilatation effects are entirely given by the
velocity divergence condition in Eq. (11). We can now relate the velocity divergence condition, and the velocity
itself, to the Lagrangian interface displacement,

dy
= -2, 19
up = (19)
Therefore, we can rewrite the divergence condition using a Central Difference Scheme (CDS) as,
dy _dy
dt |, dt |, 1 dP
i+1/2 i—1/2
=— — + 7. 20
Ay; v P odt * (20)

In order to formulate a consistent discretisation, both Left-Hand Side (LHS) and Right-Hand Side (RHS) must be
frozen at the same time level. The RHS of Eq. (20) is that one of Eq. (11) and includes the time-derivative of
the pressuré P/dt, which must also be calculated at the corresponding time level. Below, we list the algorithmic
solution steps of the ODT equations for the closed system configuration.

1. Start with some initial conditions for the densitypressure?, enthalpyh, compositiony;, and ODT veloc-
ities ;.
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2. Calculate the correspondidg®/dt at the fixed volume initial state (integrating Eq. (11) in Section 2.2),

y=L

= — [(up,y=1 — Up,y=0) —/ V,;dy
y=0

ar
dt

P

S 21)
=z (
o= 5y

3. Advance the local Eulerian rate of change for the chemistry)() and the kinematicsy(;). In this work, a
Strang-Splitting method for the diffusion and reaction operators is used as in Medina M. et al. (2018). This
is done in order to tackle stiff chemistry problems. In principle, a forward Euler time integration would also
be possible.

4. Calculate the resulting pressure at the new thermochemical state. As suggested by Motheau and Abraham
(2016), we use an integral expression for the pressure, which is derived from mass conservation and the
condition of constant mean density in the system (Eq. (13) in Section 2.2). This is still a resulting pressure
in an Eulerian reference frame, thus, the discrete cell volumes are still frozen at this point.

5. Calculate the resulting local density using the new pressure, by means of the ideal gas law.

6. Determine the displacement of the Lagrangian cell interfaces by Eq. (20). Not&lth&t must be recal-
culated here. In this case, by using a first-order approximation in time, the resulting cell volumes are given
as

1 dP*
Ain-‘rl:Ain At Ay | —— — /2% . 22
y y+{y(ﬁp*dt+z)} (22)

7. The last step conforms with a first-order Lie-Splitting treatment for the Lagrangian total time derivative; i.e.
all local rates of change are first calculated on a fixed-volume basis (analogous to an Eulerian treatment),
and afterwards, dilatation effects are taken into account at the end of the time-step. The sta¥ inatier
RHS of Eqg. (22) indicates the Eulerian state after the time advancergit=t Ay™).

Although it would also be possible to calculate open systems with the above mentioned procedure considering
dP/dt = 0, we use instead the fully conservative approach suggested by Lignell et al. (2013) in this work.
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