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Abstract: Turbulent mixing is an omnipresent phenomenon that permanently affects our everyday life. Mixing processes also
plays an important role in many industrial applications. The full resolution of all relevant flow scales often poses a major challenge
to the numerical simulation and requires a modeling of the small-scale effects. In transported Probability Density Function (PDF)
methods, the simplified modeling of the molecular mixing is a known weak point. At this place, the Hierarchical Parcel-Swapping
(HiPS) model developed by A.R. Kerstein [J. Stat. Phys. 153, 142-161 (2013)] represents a computationally efficient and novel
turbulent mixing model. HiPS simulates the effects of turbulence on time-evolving, diffusive scalar fields. The interpretation
of the diffusive scalar fields or a state space as a binary tree structure is an alternative approach compared to existing mixing
models. The characteristic feature of HiPS is that every level of the tree corresponds to a specific length and time scale, which
is based on turbulence inertial range scaling. The state variables only reside at the base of the tree and are understood as fluid
parcels. The effects of turbulent advection are represented by stochastic swaps of sub-trees at rates determined by turbulent time
scales associated with the sub-trees. The mixing of adjacent fluid parcels is done at rates consistent with the prevailing diffusion
time scales. In this work, a standalone HiPS model formulation for the simulation of passive scalar mixing is detailed first. The
generated scalar power spectra with forced turbulence shows the known scaling law of Kolmogorov turbulence. Furthermore,
results for the PDF of the passive scalar, mean square displacement and scalar dissipation rate are shown and reveal a reasonable
agreement with experimental findings. The described possibility to account for variable Schmidt number effects is an important
next development step for the HiPS formulation. This enables the incorporation of differential diffusion, which represents an
immense advantage compared to the established mixing models. Using a binary structure allows HiPS to satisfy a large number of
criteria for a good mixing model. Considering the reduced order and associated computational efficiency, HiPS is an attractive
mixing model, which can contribute to an improved representation of the molecular mixing in transported PDF methods.
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1 Introduction

Turbulent mixing is an integral aspect of our daily life and ranges, as Sreenivasan (2019) points out, ”from supernovae to cream in
coffee”. In nature, turbulent mixing processes are also omnipresent and play an important role, such as in combustion, meteorology
and even pollutant distribution. In most cases, these flows are noted for their large range of relevant flow scales. This causes
major obstacles in the numerical simulation, since the full resolution requires enormous computational resources. As Livescu et al.
(2020) indicates, the numerical simulation of turbulent mixing remains as some of the most significant challenges in computational
modeling. This becomes particularly significant at flows with high Reynolds and/or Schmidt numbers.
The Direct Numerical Simulation (DNS) is the most accurate method, which fully resolves all relevant length and time scales.
However, this is associated with an immensely high computational effort. For that reason, DNS is not feasible for most engineering
applications today and in the foreseeable future. The Reynolds-averaged Navier-Stokes equations (RANS) and the Large Eddy
Simulation (LES) approach overcome this limitation by effectively removing small-scale information from the solution. LES uses
a low-pass filter which reduces the computational effort in the desired way. As a result, the small-scale effects are only considered
in a modeled form. Thus, the accuracy of the simulation is closely related to the quality of the applied modeling (Ferziger et al.,
2020). This is particularly important for flows with a strong influence of the small-scale effects, such as wall bounded flows,
reactive flows and diffusive transport processes. The same applies to the modeling of the molecular mixing/diffusion in transported
Transported Probability Density Function (PDF) methods.
Transported PDF methods are widely used for the simulation of turbulent reactive flows because of the favorable treatment of the
chemical source term. However, this approach requires a suitable modeling of the molecular mixing (Pope, 1985; Fox, 2003). The
transport equation of the single-point joint composition PDF is given in Equation 1.
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Here, 𝑃 stands for the Favre-averaged joint PDF of composition, 𝜌 for the mean fluid density, 𝑢𝑖 for the Favre mean fluid velocities,
𝑢′′
𝑖

for the velocity fluctuations, 𝑆𝑘 for the reaction rate of species 𝑘 , 𝜓 for the composition field and 𝐽𝑖,𝑘 for the molecular diffusion
fluxes. All terms on the left-hand side of Equation 1 are in closed form which includes the non-linear reaction term 𝜕
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also requires
modeling. Models for molecular mixing gain increasing importance, as this is known as one weakness of transported PDF methods
(Fox, 2003).
As of today, a large number of mixing models can be found in the literature (Fox, 2003). Among all particle mixing models, the
most distinctive representatives are the Interaction by Exchange with the Mean (IEM) model (Villermaux and Devillon, 1972),
Linear Mean Square Estimation model (LMSE) (Dopazo and O’Brien, 1974), the Euclidean Minimum Spanning Trees (EMST)
model (Subramaniam and Pope, 1998), Curl’s model (Curl, 1963), and the Fokker-Planck type models (Fox, 2003).
The central challenge of these stochastic models is the representation of the mixing processes in a way that is computationally
efficient, and which is able to retain a significant level of physics. The constraints for a good mixing model can be derived directly
from the statistical analysis of the conditional fluctuating diffusion flux in the composition PDF transport equation, see Fox (2003);
Pope (2011). Table 1 lists the constrains and desired properties for appropriate mixing models.

Tab. 1: Constraints and desired properties for a good mixing model.

(I) Scalar mean ⟨𝜙⟩ is not directly affected by mixing
(II) Mixing causes the scalar variance to decrease over time
(III) Inert-scalar PDF should relax to Gaussian form in homogeneous turbulence
(IV) Bounding of scalars to the so-called allowable region (e.g. positivity)
(V) Mixing should be local in composition space
(VI) Mixing rate should depend on scalar length scales
(VII) Reynolds, Schmidt and Damköhler number dependencies should be taken into account
(VIII) Differential diffusion should be respected

In Curl’s model Curl (1963), pairs of particles are randomly selected from an ensemble of particles and their compositions are
fully intermixed. This method leaves the mean unchanged and ensures criterion (I) from Table 1. The mixing takes place with a
frequency which is characteristic for turbulent mixing processes. As a result, the variance of inert scalars decreases over time and
criterion (II) is fulfilled. However, this has the disadvantage that only discrete mixing states can be reproduced. This does not
correspond to reality and criterion (IV) is only partially fulfilled. For this reason, a model modification exists (Janicka et al., 1979).
Criterion (III), (V), (VI), (VII) and (VIII) are not accomplished by the Curl’s model, see Fox (2003). The biggest deficiency of the
model becomes apparent when considering a combustion with a thin flame front. The cold oxidizer is separated from the cold fuel
by a thin, high-temperature flame sheet. The fuel must pass through the high-temperature region of the flame sheet where it is
burnt before it can reach the oxidizer. In contrast, Curl’s model allows fuel particles to jump into the oxidizer without reacting.
This is a clear limitation of the model and causes unphysical conditions. In reality, fuel can’t enter into regions of cold oxidizer
without crossing the flame-sheet. This is a violation of the locality criterion (V). With a strict interpretation, the values are also
outside the so-called allowable region and criterion (IV) is also not fulfilled.
An alternative to Curl’s model is the IEM model (Villermaux and Devillon, 1972). In the IEM mixing model, all of the individual
particles gradually and linearly evolve to an average state. The progress is controlled by a empirically determined variance
reduction, see Dopazo (1979, 1994); Villermaux and Devillon (1972). Analog to Curl’s model, the IEM model meets the criteria
for a good mixing model on the points (I), (II) and (IV). A major disadvantage of the IEM model, analog to Curl’s mixing model, is
the lack of locality of the mixing process in state space (V). Another weak point is the fact that the IEM model preserves the shape
of the inert-scalar PDF in homogeneous turbulence, which means that no Gaussian form can be achieved (Fox, 2003; Eswaran and
Pope, 1988). Criterion (VI), (VII) and (VIII) are also not ensured by the model. Note that (Tsai and Fox, 1996) attempted to
introduce length scale dependency in the IEM model by means of a spectral model for the scalar dissipation rate. However, this
introduces additional modeling assumptions and complications.
In terms of the criteria in Table 1, Curl’s and the IEM model have some serious limitations. In particular, the missing locality in
composition space has adverse effects in some applications. The Euclidean minimum spanning tree (EMST) mixing model attempts
to incorporate the locality principle into the model and seeks to address the problems encountered in flows with simultaneous
mixing and reactions (Subramaniam and Pope, 1998). The EMST model is based on a mathematical construction of a minimal
spanning tree, which only allows an exchange in state space between adjacent fluid elements. This requires that states within the
allowable region that do not correspond to the initial condition can’t be reached. As a result, criterion (IV) is violated. Like Curl’s
and the IEM model, criterion (I) and (II) is fulfilled by the EMST model. However, EMST does not address criterion (VI), (VII)
and (VIII).
The understanding of the construction mechanism of the PDF of scalar concentrations, and of its time evolution is vital (Villermaux,
2019). As Villermaux (2019) explains, ”history matters”, in the sense that, stirring and diffusion being two distinctive phenomena,
it is an urgent need to account for the advection of fluid parcels in the mixing modeling. Statistically, this is a multi-time or
multi-point correlation for the diffusion and dispersion of individual fluid parcels (Shraiman and Siggia, 2000). Consider a key
issue affecting the IEM and Curl’s models: the fact that two fluid parcels that are relatively close to each other are generally in a
similar chemical composition state. How can it be that these two parcels are in relatively similar chemical composition if they never
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Fig. 1: Schematic illustration of a 4 level binary tree used in HiPS with a swapping event originated at node 0 with select
grandchildren 4 and 6.

mixed before? Therefore, ”history matters” (Villermaux, 2019; Shraiman and Siggia, 2000). However, multi-point correlations are
not considered in pure composition-space stochastic mixing models such as the Curl, IEM or EMST models.
At this point, the Hierarchical Parcel Swapping (HiPS) (Kerstein, 2013) model provides an efficient mixing model which is able
to incorporates the correct physics, including the dynamics of the small scales in physical space. HiPS uses a hierarchical and
stochastic mechanism of swapping fluid parcels to incorporate turbulence. Unlike other purely stochastic composition-space
mixing models typically used in chemical reaction engineering, HiPS incorporates, by construction, multi-point or multi-parcel
correlations. This will allow the understanding of issues such as scaling laws on different regimes of scalar turbulence, structure
functions, high order statistics, as well as multi-point Lagrangian statistics.
HiPS as a flexible mixing model could be incorporated in the future as a closure for higher fidelity stochastic turbulence models,
hybrid stochastic and Large Eddy Simulation (LES) approaches, or as a subgrid closure in hybrid LES or Reynolds-averaged
Navier–Stokes (RANS) methods (Kerstein, 2014, 2021; Glawe et al., 2018).
In the next section, the HiPS model formulation for stand-alone passive scalar simulations is detailed. In Section 3, results
for passive scalar mixing with and without large-scale forcing are given. This includes the scalar power spectrum, the mean
square displacement, the scalar dissipation rate and the inert-scalar PDF. Additionally, a model extension of HiPS to incorporate
differential diffusion is outlined.

2 HiPS model

HiPS was developed as a turbulent mixing model by Kerstein (2013). The core principle of HiPS is based on the representation
of effects of turbulence on time-evolving scalar fields by a binary tree structure. Interestingly, this idea of the binary tree was
postulated by Obukhov (1983), according to his considerations on discrete models of turbulence. As in the discrete representation
suggested by Obukhov (1983), dynamic parcels are tracked, allowing a consistent Lagrangian treatment. In HiPS, the variable
values only reside at the base level of the tree, the leaf level, which is a representation of the physical solution. An exemplary
representation of the HiPS binary tree with 4 levels is detailed in Figure 1. Assuming that every node has exactly 2 children, there
are 8 leaves at the leaf level. The number of levels 𝑛 determines the number of leaves 2𝑛−1. In Figure 1, each leaf is understood as
a fluid parcel and contains a variable value 𝜙𝛼, where 𝛼 is an index between 0 and 7. The variable values only reside at the base of
the tree. Every level 𝑖 of the tree is associated with a specific length scale 𝐿𝑖 and time scale 𝜏𝑖 . The length scale of a sub-node is
simply half the length of the considered node, though other so-called scale reduction factors may be used. The associated time
scales follow Kolmogorov’s inertial range scaling law (Kolmogorov, 1991),

𝜖 ∼ 𝑢2

𝜏
∼ 𝐿2

𝜏3 . (2)

In Equation 2, 𝑢 stands for the velocity and 𝜖 for the dissipation rate which is taken to be constant in the inertial range. Table 2 lists
the length and time scales for an 𝑛 level binary tree. The model rules for the representation of the effects of turbulence, which we
will refer to as swapping events, are implemented by first selecting a grandparent node. A grandparent node is characterized by its
children and grandchildren, such that only node 0 on level 0, as well as nodes 1 and 2 on level 1, can be considered grandparent
nodes in Figure 1. The grandparent nodes are sampled in time as a Poisson process with a mean rate _𝑖 = 2𝑖/𝜏𝑖 , set by time scales
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Fig. 2: Schematic illustration of a 4 level binary tree with a swapping event originated at node 1 and a subsequent mixing process.
The swapping event changes the proximity of adjacent fluid parcels and requires a subsequent mixing event, which is simply
done by intermixing the contents of two adjacent fluid parcels.

assigned to each level 𝑖 of the tree, based on Kolmogorov’s inertial range scaling law (Kolmogorov, 1991),

𝜏𝑖 = 𝜏0

(
𝐿𝑖

𝐿0

) (2/3)
. (3)

In this scaling law, 𝐿0 and 𝜏0 are the integral length and time scales assigned to level 0 of the tree, and 𝐿𝑖 and 𝜏𝑖 are the length and
time scales of the 𝑖-th level of the tree. Based on Kolmogorov’s hypothesis (Pope, 2011; Kolmogorov, 1991), the Reynolds number
represented by the HiPS tree is defined by the tree size,

𝑅𝑒3/4 =
𝐿0
𝐿[

. (4)

𝐿[ stands for the Kolmogorov length scale, which is the length scale of the leaf level for the case of unity Schmidt number. The
handling of variable Schmidt numbers is outlined in Section 4. After the grandparent node is selected, the swapping event is
performed. For this purpose, a grandchild node is randomly selected from each of the left and right branches (children) of the
grandparent node. The grandchildren of the grandparent node are then exchanged, or swapped along with their respective subtrees.
Figure 1 shows this process at the selected parent node 0 with grandchildren 4 and 6. Note that nodes 3 and 5 could also have been
selected as grandchildren. The exchange of fluid parcels taking place at the leaf level, the only physically relevant level of the tree,
and the only level of the tree which is computationally stored, is an abstraction for the scale-reduction and advective rearrangement
of fluid parcels in real turbulent mixing. Fluid properties stored at parcels located at the leaf level, undergo local modifications in
their scalar gradients constructed from the discrete fluid properties stored at the leaf level. Considering one velocity component as
a scalar, this would be the model analogy of increased strain due to turbulent advection. This complies with a local wavenumber
increase, as in Kolmogorov turbulence (Kerstein, 2013).
The example in Figure 1 shows a swap involving grandchildren at tree levels higher than the leaf level. Another situation occurs
when the grandparent node 1 is selected, and, as an example, grandchildren nodes 8 and 9 are selected accordingly. The swapping
event takes place at the leaf level, which corresponds to the smallest represented physical length scale. The parcel swapping

Tab. 2: Length and time scales of the binary tree used in HiPS.

level length scale time scale
0 𝐿0 𝜏0
1 𝐿0/2 𝜏0/22/3

2 𝐿0/4 𝜏0/42/3

i 𝐿0/2𝑖 𝜏0/(2𝑖)2/3

. . . . . . · · ·
𝑛 − 1 𝐿0/2𝑛−1 𝜏0/(2𝑛−1)2/3
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changes the proximity within a fluid parcel pair and causes a subsequent mixing process. This is the case in Figure 2. A similar
swapping event could occur if node 2 were selected as the grandparent node.
The mixing process, which is termed mixing event, is represented by intermixing the contents of two adjacent fluid parcels
(constituting a node-joined pair). Mixing events can be implemented either instantaneously or at rates consistent with the prevailing
diffusion time scales. Instantaneous mixing is a particularly efficient way to perform mixing. In the example in Figure 2, an
instantaneous mixing event would result in the scalar values of the adjacent parcels being replaced with the mean of the two parcels
( 𝜙0+𝜙2

2 for the left sub-tree of grandparent node 1 and 𝜙1+𝜙3
2 for the right sub-tree of grandparent node 1).

One salient feature of HiPS is that the mixing process itself is not restricted to a specific operation or rule. The mixing process
could also be adapted to implement any existing mixing rule, e.g., IEM, without loss of generality. In Kerstein (2013, 2014),
and in the example presented in Figure 2, the mixing rule is equivalent to Curl’s model. Thus, HiPS effectively integrates all
features of Curl’s model. Considering the constrains and desired properties for a good mixing model in Table 1, HiPS already
satisfies criterion (I) and (II). Additionally, the underlying binary tree structure in HiPS allows a dependence of the mixing rate on
the scalar length scales (VI), see Table 2 and (Kerstein, 2013). Another important advantage of HiPS is the fact that the mixing
is local in composition space (V). The size of the tree is determined by the Reynolds number, see Equation 4 and Starick and
Schmidt (2019). Criterion (VII) is therefore also partially satisfied. The current HiPS formulation can be extended by a handling of
variable Schmidt numbers, as described in Section 4. This enables HiPS to incorporate differential diffusion and consider criterion
(VIII). This is a major advantage of the model and a significant difference to the common mixing models, see Starick and Schmidt
(2019). In Subsection 3.4, preliminary results for the temporal evolution of the inert-scalar PDF are shown, which is crucial for the
evaluation for criterion (III).
From a computational point of view, the binary tree representation of the model allows an efficient way to treat parcel advection.
That is, parcel movements can be simply represented by a bit shift in an index array pointing to locations in the various variable
arrays (Kerstein, 2013). The efficient implementation of HiPS and its physical basis opens the door for the evaluation of higher
order statistics in scalar turbulence in large parameter investigations, e.g., the skewness and hyperskewness of the scalar derivative
required in order to discuss anomalous behavior of scalar structure functions (Sreenivasan, 2019).

3 Results

Passive scalar mixing represents a simple but equally important case for comparison. In Figure 3, the temporal evolution of a
passive scalar mixing HiPS simulation is shown. The binary tree used for this simulation spans 12 levels. The plot illustrates the
mixture fraction of the scalar against the fluid parcel indices. The scalar profile is initialized with a step function. All scalar values
of the parcels in the left sub-tree of root node are set to the value of 0 and all scalar values of the parcels in the right sub-tree of the
root node 0 are set to the value of 1. This is indicated in Figure 3 by the blue solid line (Initial). At a later time (5𝜏0), the effects of
the swapping and mixing events on the mixture fraction can be seen. After sufficiently long time (> 15𝜏0), the flow is more mixed
(approaching the final mean value of 0.5) and only smaller fluctuations can be seen compared to the orange curve (5𝜏0). After a
time of ≈ 30𝜏0 (not shown here), everything is completely mixed and fluctuations can no longer be seen.

Fig. 3: Illustration of passive scalar mixing in HiPS. The mixture fraction of the passive scalar is given initially and at two later
times.

The following Subsections (3.1, 3.2 and 3.3) show and discuss preliminary results of a passive scalar mixing HiPS simulation.
For all shown results, the same settings were used. The binary tree spans 16 levels with an associated Reynolds numbers of
approximately one million. The scalar profile is initialized with a step function profile. All scalar values in the parcels at the
left-hand sub-tree of the root node 0 are set to the value of 0 and all scalar values in the parcels at the right-hand sub-tree of the the
root node 0 are set to the value of 1. The simulation considers turbulent forcing, which means that each time there is a top-level
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(a) (b)

Fig. 4: (a) Scalar power spectrum of a passive scalar mixing HiPS simulation with forced turbulence using a step function initial
condition (scalar value of 1 in all parcels at left-hand sub-tree and scalar value of 0 in all parcels of right-hand sub-tree).
The dotted line shows the scalar power spectrum averaged over a time range of 100𝜏0. The solid red line demonstrates -5/3
slope for comparison. (b) Mean square displacement of a passive scalar mixing HiPS simulation with forced turbulence.
The blue solid line shows ensemble averaged HiPS results for the mean square displacement with a sample size of 100
realizations. The 5 gray dotted lines mark the mean square displacement for 5 independent HiPS realizations. The red solid
line shows the Richardson-scaling law of 𝜏3 for comparison.

swapping event (swapping at grandparent node 0), a constant is added to the parcels in a given half of the domain so that their
average is either 0 (left half) or 1 (right half). This turbulent forcing procedure doesn’t change the overall mean and leaves the
statistical variance of the sub-trees unaffected.

3.1 Scalar spectrum

In HiPS, the generation of a scalar spectrum is not obvious and is reviewed in Kerstein (2013). The tree structure induces a
reduction of the length scales 𝐿𝑖 with increasing levels 𝑖 of the tree. Every step towards to the base of the tree results in an increase
in the implied wavenumber 𝑘𝑖 = 2𝜋

𝐿𝑖
. The mean variance across all sub-trees 2𝑖 at a given level 𝑖 is defined as 𝑣𝑎𝑟𝑖𝜙, where 𝜙

denotes the scalar field. The HiPS analog of a scalar power spectrum can be calculated by 𝐸 (𝑘) ∼ 1
𝑘𝑖
(𝑣𝑎𝑟𝑖−1𝜙 − 𝑣𝑎𝑟𝑖𝜙). In this

context, 𝐸 (𝑘) can be interpreted as scalar energy.
In Figure 4a, the scalar power spectrum for passive scalar mixing with forced turbulence is shown. The dotted line marks the HiPS
generated scalar power spectrum averaged over a time range of 100𝜏0. The markers indicate the scalar 𝐸 (𝑘) and the associated
wavenumber 𝑘𝑖 for the levels of the tree. A normalization with the maximum scalar energy 𝐸0 and maximum wavenumber 𝑘0 is
carried out. For comparison purposes, the red line indicates a slope of -5/3 which represents the fundamental scaling relation
of Kolmogorov turbulence of 𝐸 (𝑘) ∼ 𝑘−5/3 in the inertial range. Figure 4a demonstrates that HiPS can reproduce this scaling
behavior that is one of the core principles of the model.

3.2 Richardson dispersion

The dispersion of particles under the influence of turbulence still poses challenges in fluid dynamics (Elsinga et al., 2022). The
dispersion describes how far initially adjacent particles are spatially separated from each other. Predictions for the dispersion under
the influence of turbulence of particle pairs dates back to 1926 when Richardson (1926) published an empirical approach where
the mean square dispersion grows in time as 𝜏3.
In Figure 4b, the mean square displacement ⟨𝑌2⟩ versus time 𝜏 is presented for passive scalar HiPS simulations. A simple
procedure to determine the dispersion 𝑌 of a parcel pair in HiPS is based on the length scale of the nearest shared parent. As in
Figure 2 shown, for the fluid parcels at nodes 9 and 10, the nearest shared parent has a length scale of 𝐿2 (length scale of level 2).
Similar to this procedure, for the fluid parcels at nodes 8 and 10, the nearest shared parent has a length scale of 𝐿1 and for the fluid
parcels at nodes 7 and 13, the nearest shared parent has length scale 𝐿0.
In Figure 4b, the mean square displacement ⟨𝑌2⟩ is normalized by the square of the integral length scale 𝐿0 and the time 𝜏

is normalized by the integral time scale 𝜏0. The blue solid line shows ensemble averaged HiPS results for the mean square
displacement with a sample size of 100 realizations. The 5 gray dotted lines mark the mean square displacement for 5 different and
independent HiPS realizations. The deviations of the gray lines from the blue line shows the randomness of the swapping events
which is also influencing the mean square displacement. The red solid lines shows the Richardson-scaling law of 𝜏3 for comparison.
It can be seen after a sufficiently long time the mean square displacement follows Richardsons dispersion law. Batchelor (1950)
predicted that the mean square displacement for times shorter than a characteristic timescale grows as 𝜏2. The characteristic
timescale depends on the initial separation of the considered parcel pair. An investigation of the 𝜏2-scaling in HiPS is planned in
the near future. A finer temporal resolution of the initial phase and a wider range of length and time scales may be necessary for a
detailed consideration of the Batchelor scaling. All in all, it is remarkable that such a simple and efficient mixing model is able to
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(a) (b)

Fig. 5: (a) Probability Density Function (PDF) of the logarithmic scalar dissipation rate for a passive scalar mixing simulation
in HiPS with a linear y-axis. The orange curve presents a log-normal distribution with the mean and standard deviation
calculated from the HiPS results. (b) PDF of the logarithmic scalar dissipation rate for a passive scalar mixing simulation
in HiPS with a logarithmic y-axis.

reproduce the Richardson dispersion law for the mean square displacement.

3.3 Scalar dissipation rate

The mixing of scalars in turbulent flows is a very interesting problem which provides a fundamental understanding of the basic
processes involved. A key quantity in turbulent mixing that directly indicates the rate of decay of scalar fluctuations is the scalar
dissipation rate 𝜒.
The scalar dissipation rate is defined by Fox (2003),

𝜒 =

〈
2Γ

𝜕𝜙
′

𝜕𝑥𝑖

𝜕𝜙
′

𝜕𝑥𝑖

〉
(5)

In Equation 5, Γ is the diffusion coefficient of the scalar and 𝜕𝜙
′

𝜕𝑥𝑖
is the fluctuating scalar gradient. In this context, 𝜙 is often taken

as the mixture fraction. Since HiPS uses fluid parcels with proximities defined by the binary tree structure, a suitable formulation
of the scalar dissipation rate in HiPS is needed. The definition of the scalar dissipation rate in HiPS is based on a similar scaling
approach as in Equation 2. For the diffusion coefficient Γ ∼ 𝐿2/𝜏. The analogy to the fluctuating scalar gradient is given by the
changes of the scalar field by the occurrence of swapping events. Δ𝜙 is computed by Δ𝜙 = 𝜙∗∗ − 𝜙∗. 𝜙∗∗ is the mixture fraction of
the scalar before a swapping event and 𝜙∗ is the mixture fraction of the scalar after a swapping event.

Fig. 6: Illustration of one passive scalar HiPS mixing simulation. The mixture fraction of the passive scalar is given at the
beginning (Initial) and at two different times along the fluid parcels.
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This results in following relationship for the definition of the scalar dissipation rate in HiPS,

𝜒 = 2
(Δ𝜙)2

𝜏𝑚𝑖𝑥

. (6)

In Equation 6, 𝜏𝑚𝑖𝑥 is the time since the last occurrence of a mixing process at the fluid parcel.
In Figure 5a and 5b, the PDF of the log of the scalar dissipation rate is shown. For comparison purposes, a normal distribution
with the mean and standard deviation calculated from the HiPS results is illustrated. Figures 5a and 5b indicates that, beside the far
end tails, the commonly accepted log-normal distribution of the scalar dissipation rate 𝜒 is preserved. Additionally, HiPS exhibits
a negative skewness in Figure 5b, which is also seen in experiments and DNS (Watanabe and Gotoh, 2004).

3.4 Inert-scalar PDF

The temporal evolution of the scalar PDF in passive scalar mixing is an crucial evaluation criterion. The scalar dissipation rate
strongly depends on the initial condition and thus on the initial scalar length scale distribution. As a result, the temporal evolution
of the inert-scalar PDF also depends on the initial condition. As known from DNS (Eswaran and Pope, 1988), the PDF of inert
scalars relaxes to a multi-variate Gaussian form in homogeneous turbulence for arbitrary initial conditions. This fact is also used
for the evaluation of a mixing model, see criteria (III) in Table 1.
The evaluation of the temporal evolution of the scalar PDF can also be done with HiPS. In Figure 7, preliminary results for the
inert-scalar PDF at different times for a 12 level binary HiPS tree are shown. The results are ensemble-averaged over a sample size
of 3000. In contrast to the results shown so far, the initial condition is different here. In Figure 6, the initial condition and the
temporal evolution of the mixture fraction along the fluid parcels is presented. The initial condition is based on a zigzag profile.
Compared to a one step profile (see Figure 3), the initial length scales are smaller. The initial PDF has only the values of 0 and 1.
With increasing time, the mixing progress advances and accumulates values around the mean of 0.5. A qualitative comparison
of the shape of the PDF at 7𝜏0 gives the impression that it has a Gaussian form. However, this requires further investigations
before this can be confirmed. A final decision on the fulfillment of criterion (III) for HiPS in Table 1 cannot be made. However,
the preliminary results are promising. With further increasing time, the PDF is concentrated close to the mean of 0.5 until no
fluctuations around the mean can be detected (delta peak at 0.5 not shown here).

Fig. 7: Ensemble averaged inert-scalar PDF from 3000 stand-alone HiPS simulations at 5 different times.

4 Incorporation of differential diffusion

In the current HiPS formulation, only unity Schmidt number passive scalars can be considered. This means that the Kolmogorov
and Batchelor length scales are located on the same level. Arbitrary Schmidt number effects can be incorporated in the model by
modifying the micromixing and swapping procedure, effectively allowing the creation of additional and intermediate levels in
the binary tree. For the case of 𝑆𝑐 < 1, the scalar has a very high diffusivity and the Batchelor length scale is larger than the
Kolmogorov length scale. In this case, the mixing process can take place only on levels above the leaf level (above the Kolmogorov
scale).
The contrary is the case if 𝑆𝑐 > 1. The diffusivity of the scalar is low and the Batchelor length scale is smaller than the Kolmogorov
length scale. For the binary tree representation, this implies the existence of additional tree levels below the existing leaf level,
which are turbulently advected, but only by swapping events with grandchildren on Kolmogorov or larger length scales. This
implies that the nodes at these levels may be swapped as a consequence of a swapping event on upper tree nodes, but they can not
be selected as children nodes themselves. Mixing processes, nonetheless, given by the set of mixing rules implied in the model,
may still take place at these nodes below the leaf level.
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The model extension for the treatment of variable Schmidt numbers opens the door for the investigation of differential diffusion
effects, i.e., simultaneous mixing of scalars with different Schmidt numbers. Differential diffusion effects could be simulated in
practice by specifying different mixing rules for each scalar in the binary tree. This allows investigation of multi-parcel correlations
and scaling laws at very large or small Reynolds and Schmidt numbers.

5 Summary

HiPS is a novel, computationally efficient and physics-based mixing model which at the same time fulfills constraints for good
mixing models and several desirable properties of mixing models like locality of mixing in composition space, dependence of
the mixing rate on scalar length scales and the incorporation of parametric dependencies such as Reynolds and Schmidt number
dependencies. Additionally, the possibility to consider a large range of scales while being computationally tractable is a significant
advantage.
The results show noticeable agreement with known theories in passive scalar mixing. Given the simplicity of the model, a
reproduction of the Richardson dispersion in passive scalar mixing and the preservation of a log-normal distribution of the PDF of
the scalar dissipation rate are remarkable results. The extension to variable Schmidt numbers as described in the previous section
is a necessary next step in the stand-alone HiPS formulation to investigate multi-parcel correlations as well as scaling laws at very
large or small Reynolds and Schmidt numbers.
It is noted that HiPS has also been formulated as a turbulence model in Kerstein (2014, 2021), by means of the incorporation of
momentum equations, and the use of a stochastic sampling procedure for swapping events analogous to the implementation of eddy
events in the One-Dimensional Turbulence model (Kerstein, 1999). A future application of HiPS could be the coupling with LES
or RANS in a top-down or bottom-up approach, or by means of a sub-grid mixing model in PDF transport methods.
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